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ABSTRACT
As scientific writing is an important 21st century skill, its development is a major goal in high school science education. Research shows that developing scientific writing skills requires frequent and tailored feedback, which teachers, who face large classes and limited time for personalized instruction, struggle to give. Natural Language Processing (NLP) technologies offer great promise to assist teachers in this process by automating some of the analysis. However, in Hebrew, the use of NLP in computer-supported writing instruction was until recently hindered by the lack of publicly available resources. In this paper, we present initial results from a study that aims to develop NLP-based techniques to assist teachers in providing personalized feedback in scientific writing in Hebrew, which might be applicable to other languages as well. We focus on writing inquiry reports in Biology, and specifically, on the task of automatically identifying whether the report contains a properly defined research question. This serves as a proof-of-concept of whether we can build a pipeline that identifies major components of the report and match them to a predefined grading rubric. To achieve this, we collected several hundreds of reports, annotated them according to a grading rubric to create a supervised data set, and built a machine-learning algorithm that uses NLP-based features. The results show that our model can accurately identify the research question or its absence. To the best of our knowledge, this is the first paper to report on the application of Hebrew NLP for formative assessment in K-12 science education.
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1. INTRODUCTION
Writing is a critical 21st century skill, and a high level of writing proficiency is required to succeed in academia and workplaces [1]. In science, writing is one of the primary means of communication in the scientific community and a crucial aspect of scientific literacy. Thus, developing writing skills has become a major educational goal in high school science education [11].

Numerous studies have shown that developing scientific writing skills among high school students poses considerable difficulties for both students and teachers [9, 15, 23]. A lot of this may be due to the lack of formative feedback, which is known to be essential for the development of these skills [17, 10]. Formative feedback aims to guide and improve students’ learning by providing them with information about the gap between their current and the desired performance. In the context of formative feedback on scientific writing, it has been shown that in order to support students in improving the quality of their writing, the formative feedback needs to be personalized and specific [3, 14]. It should also provide applicable recommendations for improvement, and explanations as to why such improvements are needed [16].

Proper writing instruction demands a significant amount of time from teachers, for preparing materials, reading, editing, and providing feedback. The educational reality is that teachers are faced with large class sizes that limit their ability to find the necessary time to devote to this process, resulting in a considerable delay in the feedback that students receive, and in its quality [1]. Another challenge is designing guidance that motivates students to engage in substantial writing revisions. Consequently, revising written explanations based on personalized guidance rarely occurs in science classrooms [19].

Technology holds much promise for improving this process, by supporting teachers in providing formative assessment. Automated computer scoring systems are being developed in order to address the challenges of assessing students’ writing (e.g., [22, 19, 21, 18, 12, 20]). Among these, automated essay scoring technologies can enhance both large scale assessment and classroom instruction [3], as they have many advantages in the fields of assessment and instruction including objectivity, standardization and efficiency [5]. However, these technologies were mostly employed for summative, rather than formative, purposes [21].

In addition, while automated supporting tools for revising texts on the micro-level (such as grammar and spelling) are well represented [18], tools that support the development of writing strategies including self-monitoring and improving
Macro-level of text quality (such as argumentative structure and rhetorical moves) are infrequent [18]. In the transition from essay scoring to writing instruction, feedback design is of great importance, since it is the primary means through which students can evaluate and improve their writing [17].

In Hebrew, the use of NLP in computer-supported writing instruction was until recently hindered by the lack of publicly available resources. Hebrew is a morphologically rich language (MRL). It is complex, characterized by a highly productive inflectional morphology, with prefixes, suffixes and circumfixes, and also nouns, adjectives and numerals inflections for number (amount) and gender [8]. Following recent developments in Hebrew NLP, the high-level goal of our research is developing NLP-based techniques to assist teachers in providing personalized feedback in scientific writing in Hebrew, which might be applicable to other languages as well.

The task that we study is writing scientific reports in inquiry projects in Biology. A fundamental component of the report is a well-formulated research question(s). Formulating research questions that can be answered empirically is one of the practices needed in order to become scientifically literate [11]. In fact, by ‘composing questions’, students attend to the main ideas and check if the content is understood [13]. Since the research questions are defined on the early stages of the project, failure to properly define them can have a long-term effect on the quality of the project and report.

With this rationale in mind, we focus on studying NLP-based means to provide personalized feedback on the quality of the questions that students define. A precondition for an automatic assessment of the quality of the research questions is detecting them automatically in the text. The identification of the research questions in students’ essays serves as a proof-of-concept (POC) for learning a formative assessment grading scheme for major components of the report.

Our work is the first step towards NLP-based tools that will support K-12 science educators in teaching and assessing scientific writing in Hebrew. To the best of our knowledge, there is no published work on NLP-based formative assessment in Hebrew, and this research has the potential to pioneer this exciting domain.

2. METHOD AND RESULTS
This section describes the experimental setup, how the data was collected and annotated, the NLP pipeline and features, the machine learning algorithm, and the results.

2.1 Research context
Over 20,000 high-school students in Israel major in biology each year [4]. The Israeli Biology curriculum includes an inquiry project that constitutes 30% of the final grade [7]. It is conducted collaboratively in groups of 2-3 students. The students conduct an inquiry on a biological issue, ask research questions, design and carry out an experiment, collect data, and analyze it. Students are required to document their work in a scientific report. Within this process, the writing task was reported by teachers and students to be the most challenging part [6]. It is an iterative process, which often takes up to 10 iterations to complete.

2.2 Data Collection
The data include 705 scientific reports, collected from 520 student groups that belong to 33 classes.

The reports are submitted in Hebrew as Word documents. In the first phase of the project the Introduction part, which is where the research question should be defined, was separated from the rest of the text. The Introduction typically consists of 2-5 pages. Well-written introduction section should contain the following discourse categories:

- Biological process.
- Research question. One research question if the work is submitted by two students, two research questions if the work is submitted by a group of three students.
- Research hypothesis.
- Description of the organism.

Following is an example of a typical well-written research question: "Our research question is how does alcohol concentration influence cell respiration rate in yeasts".

2.3 Creating a supervised data set
In order to create a supervised data set that can be used as an input to the machine learning algorithm, we annotated students’ texts. The goal of the annotation was to mark the segments of the texts that represent the aforementioned four discourse categories. The relevant parts of the texts were encoded with <tagname> and </tagname> tags that preceded/succeeded the relevant segments. For example, each research question was preceded with an <rq> tag, and succeeded by an </rq> tag, which were inserted into the text. The annotation was performed at a sentence or multiple sentences level. Each sentence was labeled with at most one discourse category. Our annotation scheme does not allow overlapping of the categories, but the same category may appear multiple times (e.g., two different research questions). We note that the majority of the sentences do not belong to any category and are not labeled at all.

The process was conducted by two domain experts (including one of the authors). The experts first created a grading rubric and then tagged the texts accordingly. In the first stage of the annotation process, both judges worked together to create a protocol for detecting the discourse elements in the text. Next, they worked independently to label 147 texts (from 44 student groups that belong to 6 classes), and the resulting labels were discussed until disagreements were resolved. Finally, additional 56 texts were labeled by one of the experts.

To create a training and test sets we chosen randomly one report from each student group, so the chosen reports represent different stages of report readiness. This means that some of the reports do not contain research questions at all and some research questions are ill defined. In total, the data set includes 100 texts containing 5513 sentences and 197 research questions.

2.4 Research Question identification
We consider the task of research question identification as a sentence-level classification task. Each sentence is classified as a research question or not. The data set was divided into training and test sets, as presented in Table 1.

### Table 1: A summary of the annotated data.

<table>
<thead>
<tr>
<th>Number of texts</th>
<th>Number of sentences</th>
<th>Number of research questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training set</td>
<td>70</td>
<td>4013</td>
</tr>
<tr>
<td>Test set</td>
<td>30</td>
<td>1500</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>5513</td>
</tr>
</tbody>
</table>

One of the challenges is that the data set is highly imbalanced. The ratio between examples in the minority class (research question sentences) and the majority class (non-research question sentences) is less than 1:25. Thus, a naive classification algorithm returning a negative answer for all the sentences will achieve 96.4% accuracy, but it is of no practical value. To evaluate the goodness-of-fit of our algorithm, we use the following measures:

- Precision = \( \frac{True\ Positive}{True\ Positive + False\ Positive} \)
- Recall = \( \frac{True\ Positive}{True\ Positive + False\ Negative} \)
- F-measure = \( \frac{2 \times Precision \times Recall}{Precision + Recall} \)

### 2.5 Parsing and feature engineering

#### 2.5.1 Parsing

We use the Hebrew morphological parser developed by the National Institute for Testing and Evaluation (NITE) [2]. It is used to resolve morphological and parts of speech (POS) disambiguation. The reported accuracy of the NITE parser is 90% for the full morphological analysis and 95% for POS analysis.

Running the parser on the annotated student texts generates a tab-separated value file. Each row in the file corresponds to one word in the text, and contains the following information:

- isResearchQuestion: True/False - indicates whether the word is part of a research question sentence
- word original form: the word as appears in the text
- word basic form: the base form of the word
- POS: part of speech of the word

#### 2.5.2 Bag of Words and feature set

First, we construct a Bag of Words (BOW) dictionary as follows:

1. Divide the data set randomly into training and test sets as presented in Table 1.
2. Build a BOW dictionary containing the basic form of each word that appears at least three times in a research question text segment (within the training set), and its corresponding POS.
3. Remove stop words: numbers, punctuation marks except for question mark, prepositions, pronouns, auxiliary verbs, all forms of the word “the” (could appear in a number of forms in Hebrew).

Then, for each sentence in the data set, we compute the following set of features:

- We introduce a feature for each BOW dictionary entry. The value of the features is defined as the number of appearances of the corresponding dictionary entry in the sentence.
- In addition, human experts composed a list of phrases that can be used as markers for a research question, such as “what is the connection”, “what is the relation”, etc. (in Hebrew, due to word agglutination, these phrases consist of two words only). We introduce an additional Boolean feature to represent the appearance of any of these phrases.

### 2.6 Results

We used the training set to train three types of classifiers: SVM, Logistic regression, and Naïve Bayes. Their performance, computed over 500 5-fold cross-validation iterations, is presented in Table 2 (mean values). The best performance was achieved by the Logistic Regression classifier. To evaluate the performance on unseen data, we then trained a logistic regression classifier on the entire training set, and measured its performance on the test set. The results are presented in Table 3.

#### Table 2: The results of 500 5-fold cross validation runs on the training set

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>86.9%</td>
<td>74.3%</td>
<td>79.9%</td>
</tr>
<tr>
<td>SVM</td>
<td>75.9%</td>
<td>77.3%</td>
<td>75.9%</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>62.0%</td>
<td>88.6%</td>
<td>72.8%</td>
</tr>
</tbody>
</table>

#### Table 3: The results of the Logistic Regression model on the test set

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>84.2%</td>
<td>94.1%</td>
<td>88.9%</td>
</tr>
</tbody>
</table>

To understand the source of the errors we examined the sentences missed by the classifier. The main source of the errors is related to the failure of the parser to treat correctly a point sign ‘.’ inside Latin names of organisms (e.g., ‘E. Coli’, ‘St. Albus’). As a result, sentences containing such names were considered by mistake as two separate sentences and the classifier failed to identify them as a research question.

### 3. NEXT STEPS

Next, we plan to extend our model to identify the internal structure of the research question, as defined in the grading rubric. To support this step, the annotation scheme was extended to identify the required components of the research question: opening (e.g., “Our research question is:”), independent variable (e.g., ethanol concentration), dependent variable (e.g., cellular respiration rate), connection between the variables, and organism (e.g., bacteria, yeast). As this rubric is designed to be the basis for generating formative feedback, the experts gave a score (0-2) to each of these components, as well as an additional score for the location of the entire sentence in the text. This scheme was applied to 115 texts in a process similar to the one reported in Subsection 2.3. We also used the texts to create synthetic examples. In case the final version of a particular report was not well-written, the judges fixed the writing and inserted...
the fixed version as an additional example. In total, 32 additional examples were created in this manner.

Based on this, we intend to create a computational model for identifying the internal structure, and use it to conduct an intervention study, in which students will receive formative feedback that is based on the computational analysis of the research question structure. In parallel, we will extend our method to the identify the remaining three discourse categories (biological process, research hypothesis, and description of the organism).

4. CONCLUSIONS

This paper presents preliminary results from a study that aims to develop NLP-based tools to assist teachers in providing formative feedback on scientific writing in Hebrew. Specifically, we demonstrate that our model can accurately identify the research question (or its absence), which is a key component of the specific writing task that we study (scientific report of inquiry project in Biology). Our results, although very preliminary, are a first step towards using NLP to provide formative assessment on scientific writing in Hebrew. To the best of our knowledge, there is no prior work that applies Hebrew NLP to provide formative feedback in K-12 science education.
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