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ABSTRACT
Word vectors are widely used as input features in natural language processing (NLP) tasks. Researchers have found that word vectors often encode the biases of society, and steps have been taken towards debiasing the vectors themselves. However, little has been said about the fairness of the methods used to evaluate the quality of vectors. Analogical and word similarity tasks are commonplace, but both rely on purportedly ground truth statements about the semantic relationships between words (e.g. “man is to woman as king is to queen”). These analogies look reasonable when only taking into account the literal meanings of words, but two issues arise: (1) people don’t always use words in a literal sense, and (2) the same word may be used differently by different groups of people. In this paper, we split a dataset of over 800,000 college admissions essays into quartiles based on reported household income (RHI) and train sets of word vectors on each quartile. We then test these sets of vectors on common intrinsic evaluation tasks. We find that vectors trained on the essays of higher income students encode more of each task’s target semantic relationships than vectors trained on the essays of lower income students. These results hold even when controlling for word frequency. We conclude that the tasks themselves are biased towards the writing of higher income students, and we challenge the notion that there exist ground truth semantic relationships that word vectors must encode in order to be useful.

1. INTRODUCTION
Text analysis has grown into an important topic, with researchers from education, industry, social sciences, humanities, and traditional STEM programs harnessing large amounts of textual data that is widely available and relatively easy to access. Text data is usually very sparse (as most words do not appear in most documents) and difficult to use as input for mathematical models. This has given rise to a variety of vectorization methods that include simple word counting, statistical methods like TF-IDF, and neural methods used to generate dense representations called word vectors. Word vectors have been shown to produce high quality results in a variety of machine learning (ML) and natural language processing (NLP) tasks, but this potentially comes with a social cost. Research has shown that word vectors propagate the gender and racial biases found in society [19, 7, 10]. However, little has been said about the fairness of the methods that we use to evaluate vectors.

After a set of word vectors has been trained on a corpus, researchers and engineers want to evaluate the quality of the vectors. As a result, a standard set of word vector evaluation tasks [41] has been developed in order to measure how useful and generalizable a given set of vectors is. When researchers propose new methods for training word vectors, they demonstrate the performance of their methods by evaluating the resulting vectors on these tasks. Furthermore, when NLP systems are built, vectors that perform well on these tasks are most likely to be chosen.

Word vector evaluation tasks are either intrinsic (performed directly on the vectors) or extrinsic (performed by using the vectors as inputs for a downstream task). Intrinsic evaluation is popular because it is very inexpensive, but it relies on having some secondary notion of what makes vectors useful. The most popular methods assume that there are “ground truth” semantic relationships that a set of word vectors must encode in order to be useful. However, due to sociolinguistic variation, not all language communities share the same semantic relationships [4]. As a result, in order for these tasks to be fair, they need to use semantic relationships that are universal: if semantic relationship $R$ holds in the language patterns of group $G$ but not group $H$, then the usage of $R$ in an intrinsic evaluation task will bias researchers towards sets of vectors that model group $G$’s language usage better than group $H$’s. We use this framework to evaluate the fairness of two popular forms of intrinsic evaluation, analogical tasks and word similarity tasks.

When working with large text corpora, especially in educational contexts, it is important to consider the role of sociolinguistic variation [27]. In particular, students have been punished and targeted for their language practices if they are perceived to be different from the “mainstream” [38, 42]. Understanding how social variation in language affects word vectors is necessary in order to tackle two critical issues. The first is the question, “whose language is being modeled?” Word vectors are meant to capture something about the semantics of each word. If theories of sociolinguistic variation
tell us that people from different groups use language in different ways, then we must wonder if standard word vector sets like GloVe [35] are serving everyone equally. Second, we must ask, “how does fairness change across contexts?” In NLP, word vectors that perform well on intrinsic evaluations are used across many different contexts. However, if fairness involves taking sociolinguistic variation into account, it may not be the case that vectors that are unbiased in one context are biased in another.

Educational agencies and institutions are also increasingly relying on algorithms to help with decision-making processes. College admissions offices have been pushed to use AI [3] but have legal and ethical mandates to ensure process fairness for applicants based on their demographics and/or protected statuses, like race, gender, and religion. As the number of college applications rise and the need to hire reviewers increases, applicant admissions essays are a likely candidate for some form of automation. Research on the essays encode some degree of applicant gender and social class [2], making careful adoption of AI necessary. If sociolinguistic variation is not taken into account, algorithms have a high chance of reproducing social inequalities.

We address these issues by analyzing a corpus of over 800,000 college admissions essays (CAE) submitted to a selective, multi-campus university system. In addition to the essays, we have a variety of author metadata, including each student’s reported household income (RHI). We split the dataset into quartiles by RHI and train one set of word vectors from scratch on each quartile. After training, we find that on both the analogy and similarity tasks, the vectors trained on the writing of higher income students encode more of the target semantic relationships than vectors trained on the writing of lower income students. This indicates that the tasks can be biased against the writing of lower income students.

Our contributions are:

- to challenge the paradigm of “ground truth” labels for intrinsic evaluation by starting with the premise that language distributions vary along demographic characteristics.
- to provide a method for auditing the fairness/bias of an evaluation task, complementing existing methods for auditing the fairness/bias of word vectors themselves.
- to contribute to the educational scholarship of higher education by characterizing sociolinguistic variation in college admissions essays using established AI techniques.

2. BACKGROUND

2.1 Word Vectors

In NLP, word vectors (or word embeddings) are the standard way translate words into input features for machine learning models. Popular word vector training algorithms like word2vec [30] and GloVe [35] are based on the distributional hypothesis, the idea that a word’s meaning is encoded in its co-occurrences with other words. In particular, word2vec tries to learn features which can be used to predict a word from its context (or vice versa), and GloVe trains directly from a co-occurrence matrix. Both models take in large corpora of texts and create a dense representation of every word, usually in 100- to 300-dimensional space.

2.2 Word Vector Evaluation

As described above, vectors can be evaluated intrinsically or extrinsically. Intrinsic evaluation, which is the focus of this study, involves directly examining the relationships between vectors. Intrinsic evaluation has the advantage of being much faster and more lightweight, but it comes with two downsides. The first is that intrinsic tasks do not resemble the use cases of word vectors as much as extrinsic tasks do. The second is that intrinsic tasks rely on “ground truth” human judgments about what the relationships between vectors should be.

The word analogy task is based on the idea that analogical relationships between words (e.g. “man is to woman as king is to queen”) should be encoded in word vectors as parallelograms (i.e. the vector that connects “man” to “woman” would be the same as the one that connects “king” to “queen”). Mathematically, this means that:

\[ v_{queen} - v_{woman} \approx v_{king} - v_{man} \]

This kind of relationship has been found to hold for both for semantic (meaning-based) and syntactic (grammar-based) relationships (left and right sides of figure 1). The idea for the analogy task dates back to the 1990’s [17], but it was not proposed as a word vector evaluation technique until 2013 [31, 30]. Since then, it is common practice to compare sets of vectors on their ability to “solve” word analogies.

Word similarity is based on the idea that similar words (i.e. words that are used in similar contexts) should have similar word vectors. The word similarity task starts with a list of word pairs and involves finding the correlation between ground truth similarities between the words in each pair and the similarities between their corresponding vectors. The similarity between two vectors is in practice measured by taking their cosine similarity. The cosine similarity of two vectors \( \vec{a} \) and \( \vec{b} \) is defined as:

\[ \frac{\vec{a} \cdot \vec{b}}{||\vec{a}||_2 ||\vec{b}||_2} \]
which is equal to 0 if \( \vec{a} \) and \( \vec{b} \) are orthogonal, 1 if they are in the same direction, or (most of the time) something in between. The ground truth similarities, on the other hand, rely on human judgment. This task remains largely unchanged since its first iteration in 1965, when Rubenstein and Googernough [39] set out to test the distributional hypothesis. The big difference is that modern datasets for this task starting in 2002 with WS-353 [18] involve larger numbers of word pairs.

Both of these tasks require “ground truth” labels of some sort. The analogy task requires a list of analogies that the vectors are being tested for, while the similarity task requires ratings of the similarities between many pairs of words. These labels are problematic for two reasons. First, it has been pointed out that the labels for these tasks do not take into account the fact that words can take on many different meanings depending on context (polysemy). Second, word use and semantic intent vary along social dimensions, meaning that labels may reflect the language use of some groups better than others, thus creating bias. This second issue is the focus of our study.

2.3 Word Vector Critiques

It has been found that word vectors encode the biases present in their training data [7], and word vectors have been used to quantify the biases that exist in society [19]. Two methods have emerged for reducing bias in word embeddings: we can change our training process in order to penalize biased vectors [7], or we can identify and remove the training documents that are the source of the most bias [8].

Intrinsic evaluation methods have also fallen under scrutiny. Both the analogy task [14, 37] and the similarity task [16] have been criticized for relying on the fuzzy relationship between word similarity and vector similarity, and for not taking polysemy into account. Lastly, both tasks have been found to be poor predictors of extrinsic performance [11].

Although there have been numerous critiques of the bias encoded in word vectors and numerous critiques of intrinsic evaluation tasks, little has been said about whether or not intrinsic evaluation is biased in theory or practice. This study answers that question by identifying whether the “ground truth” semantic relationships prescribed by intrinsic evaluation tasks are shared by students of all income levels.

2.4 Sociolinguistic Variation

Language variation across spatial, demographic, and temporal dimensions is the bedrock theory behind sociolinguistics. Applied research in sociolinguistics often seeks to ameliorate systems and processes mediated through language, especially law [23] and education [36]. Relevant to this study, Bamman et al. showed significant regional variation in cosine similarity of word vectors for common words, such as “wicked” and “city” [4]. Sociolinguists are using computational methods to investigate language variation [33], but a general integration of sociolinguistics into NLP could help researchers identify and address biases.

A more equitable educational data science using text should therefore consider linguistic variation at the forefront of analysis. ML models and systems that do not account for this risk classifying everyday language practices as hate speech, as was found to be the case with tweets written by AAVE users [40, 12]. Large datasets with student level metadata, like the data analyzed in this paper, will become increasingly common in education. Even basic sociolinguistic principles could help researchers address linguistic variation, use variation as a dependent variable, or explain how and why certain data correlates along various social dimensions to address the complicated relationship with student characteristics and language.

2.5 Household Income and College Admissions

Research on college admissions consistently shows that the college admissions process is easier for students from high income households. Studies have shown that standardized testing is strongly correlated with household income and other proxies for wealth [13], especially for black and white students. Other elements of the college application, such as financial aid forms [6] and the steps of the entire application process [26] are also more easily navigated by wealthy families than students from lower socioeconomic backgrounds. Family wealth is itself reflective of many racial and gender inequalities in the US [24].

The college admissions essay (CAE), has faced less scrutiny than standardized testing but some research has shown relationships to student identity and essay content. Using a corpus of CAE written by applicants in Britain, Jones [22] found that students from higher social classes wrote longer essays, had fewer spelling and grammatical errors, and tended to invoke markers of their higher social standing, such as the name of their elite school. Research by Kirkland & Hansen [25] found similar differences along income in diversity statement essays. They found that students from different racial backgrounds but similar socioeconomic levels wrote similar essays. Other studies have tested writing interventions with lower income students to teach them the genre of the CAE [15]. They found when students from a low income high school were explicitly trained on what they should include in their CAE, the average score of their essays on a rubric-based rating was higher than students that did not receive the intervention.

As universities move towards test optional admissions, fair analysis of CAE will become even more critical. If student backgrounds are not explicitly considered when using ML on CAE, new forms and abstractions of bias could be introduced into college admissions. However, computational methods can also shed light on potential issues of fairness in the essays. For example, Pennebaker et al. found that increased usage of function words (e.g. pronouns and articles) and less personal narrative writing was positively correlated with college GPA [34].

3. DATA

The data for this study were 826,624 CAE submitted by applicants to a multi-campus, US public university system. The CAE were written across three academic years: 2015-2016, 2016-2017, and 2017-2018. These CAE were required components of the application, not additional essays submitted for honors programs, scholarships, or anything else peripheral to the main application. For this study, we removed essays that were under 100 characters and/or were
Figure 2: (a) Histogram of student RHI’s with quartile boundaries marked. 8420 students with RHI > $350k not included in plot (but included in this study). (b) Proportion of essays written for each prompt by income quartile. (c) Frequency of word usages from different subsets of the Google Analogy Test Set by income quartile. Each frequency is compared to the global mean. Total refers to all of the words in the dataset.

3.1 Reported Household Income
A variety of metadata about each applicant and document were included as part of the dataset, but this study focuses on the reported household income (RHI) provided by each applicant. It is important to note that RHI is not an objective measure of a family’s household income. When students are accepted to a university, they provide any pertinent information and documentation (such as tax return forms, W-2, etc.). However, when the application is under review before any official admission decision is made, the only income and wealth information available to a reader is the RHI.

RHI was chosen as the variable of interest for several reasons. First, language variation along class and income lines has been well established in sociolinguistic literature [5, 29]. Splitting by quartile is also a relatively crude metric, and if qualitatively and quantitatively different results emerge in the vectors across quartiles then the problem could be both fundamental and grave. For example, we might expect that the top and bottom quartile have noticeable, measurable differences, but we would not expect the second and third quartiles to be substantively different. Finally, if there are correlations between CAE and income similar to other components of the application and income, new approaches and understanding of fairness and college admissions should be considered, as well as the role of CAE in decision-making.

This would push ML fairness research in college admissions to think carefully and critically about data and outcomes, as language variation is not as neat as racial or gender parity but almost always arises.

In the dataset, the average RHI is $96,746, the median is $53,000, and the standard deviation is $125,000. Figure 2(a) shows distribution of income levels as well as the boundaries between the quartiles.

3.2 Prompt Choice
In 2015-2016, students had to write two personal statements to the same two prompts, meaning every applicant wrote two essays. In 2016-2017 and 2017-2018, students selected four prompts to write for from eight possible choices (70 possible combinations of prompts). The eight prompts were distinctive in theme, and if students from a certain quartile were responding to a prompt or group of prompts at significantly higher rates than students from other quartiles, our analysis could be skewed. However, figure 2(b) demonstrates that there are only mild differences in prompt choice across the income quartiles.

3.3 Word Distribution Variation
One possible source of error in this dataset is the difference in word usage between students of different backgrounds. This is a source of error because word vector training algorithms rely on large sample sizes in order to properly learn the contexts in which a given word appears. Our quartiles contain about 70 million tokens each, which is on the low end for word2vec datasets. This means that the quality of a given vector is very sensitive to that word’s frequency within the data, a well-known issue that is an active topic of NLP research [20]. Practically speaking, if the word vectors trained on one quartile are able to solve an analogy that the vectors trained on another quartile fail to solve, then this could be due to the relevant words appearing more often in the first quartile.

Figure 2(c) shows the difference in word frequencies by quartile for three different subsets of the Google Analogy Test Set (GATS) [30]. We find that low income students use words from the analogy task more often overall, but this does not tell the whole story. We find that low income students use “family” words more often than high income students by a large margin, and we find (not too surprisingly) that high income students name foreign currencies more often than low income students by an even larger margin. This means that the vectors trained on the essays of low income students have an advantage on the “family” analogies, while the vectors trained on the high income students have an advantage on the “currency” analogies. We will take these word distribution-based advantages into account when analyzing the results of the analogy task.

4. METHODOLOGY
4.1 Vector Training
As mentioned above, we separately trained one set of word vectors on the writing from each income quartile. We chose to train our vectors using a word2vec Skip-Gram model in order to stay in line with Allen [1] who showed mathemati-
We trained vectors of size 100 for 20 epochs using a window size of 5. We made all letters lowercase before training, but did not filter stopwords or punctuation. It is possible that changes to these hyperparameters would change the results of the study, but we feel that these are all reasonable choices given the dataset that we started with.

### 4.2 Vector Evaluation

For the analogy task, we use the Google Analogy Test Set (GATS) [30], which contains 19544 analogies, 8,869 of which are semantic, and 10,675 of which are syntactic. We consider a set of vectors to have “solved” the analogy “A is to B as C is to D” if the closest vector by cosine similarity to a set of vectors to have “solved” the analogy “A is to B as C is to D” if the closest vector by cosine similarity to $C - A + B$ is $D$.

We evaluate our vectors on three similarity datasets, all of which are standard intrinsic evaluation tasks:

1. WS-353 [18] consists of 353 pairs of words along with their similarities rated on a scale from 0 to 10 by 13-16 subjects.
2. MEN [9] consists of 3000 word pairs whose similarities were determined by having subjects make binary comparisons between pairs of pairs of words rather than rating similarity directly.
3. SimLex-999 [21] consists of 999 pairs of words whose similarity was rated on a scale from 1 to 7 by 500 subjects. As opposed to the first two sets, SimLex-999 explicitly tries to avoid assigning high similarity scores to pairs of words that are associated but not similar (e.g. “coffee” and “cup”).

We measure similarity task performance using Spearman correlation.

### 5. RESULTS

#### 5.1 Analogy Results

Table 1 shows the accuracy of each income quartile’s vectors on different subsets of GATS. The “Family” subset (as it is called in the original dataset) contains analogies between pairs of words that differ according to gender (e.g. “husband is to wife as grandpa is to grandma”). We chose to look at this subset in particular because it is the only semantic section of GATS whose words were used frequently by students of all four quartiles. The other semantic sections of GATS (e.g. identifying currencies and world capitals) contained words used very infrequently by lower RHI students. We also split the entire dataset into semantic relations and syntactic relations. Semantic relations rely on word meaning (including the “Family” subset), while syntactic relations rely on morphological/grammatical differences (e.g. “bad is to worse as big is to bigger”). Finally, “Total” refers to the use of GATS in its entirety.

The first time we performed this experiment, we included all “viable” analogies (presented on the left side of Table 1). A viable analogy is one where all four words appear in each of the four sets of word vectors. With this setup, the Q1 vectors performed worst on all subsets, while the Q4 vectors performed best on all subsets except for “Family.”

The difference in performance between Q1 and Q4 is very similar (5-7% of all analogies) between the semantic and syntactic subsets. This indicates that the differences we are observing are not only limited to word meaning, but to word usage as well.

Figure 2(c) shows that low RHI students use the words from GATS more frequently than high RHI students. This indicates that word distribution variation generally favors the lower RHI vectors, meaning that the higher RHI vectors performed better despite these variations. However, overall average word usage does not necessarily tell the whole story. It might still be the case, for example, that high RHI students use more of the words in the dataset more frequently than low RHI students. In order to more convincingly deal with the word distribution variation problem, we ran this experiment again, including what we call “Q1 advantage” analogies (presented on the right side of Table 1). An analogy has “Q1 advantage” if it is viable and its words appear more frequently in Q1 than in Q4 (i.e. the words are used more often by low RHI students).

Even when restricting ourselves to “Q1 advantage” analogies, the Q4 vectors outperform the Q1 vectors on each subset of the data, and by margins only slightly smaller than in the first experiment. This convincingly shows that word distribution variation is not to blame for the difference in performance we originally observed, as even when we only tested on analogies where Q1 has a word frequency advantage, the Q4 vectors solved far more of the analogies in GATS. This indicates that the observed differences in performance are due to the relationship between the analogies in GATS and the ways in which students of different quartiles use words differently.
Table 2: Spearman correlation of each income quartile’s vectors on three word similarity tasks. Agreement with “ground truth” scores rises as income rises.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
</tr>
</thead>
<tbody>
<tr>
<td>WS-353</td>
<td>0.84</td>
<td>0.59</td>
<td>0.61</td>
<td>0.58</td>
</tr>
<tr>
<td>MEN</td>
<td>0.56</td>
<td>0.62</td>
<td>0.65</td>
<td>0.66</td>
</tr>
<tr>
<td>SimLex-999</td>
<td>0.36</td>
<td>0.34</td>
<td>0.36</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Table 3: Bills vs. Allowance: the words most (cosine) similar to “money” according to the Q1 (low income) and Q2 (high income) word vectors.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Word</th>
<th>Q1 Similarity</th>
<th>Q4 Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>cash</td>
<td>0.768</td>
<td>funds</td>
</tr>
<tr>
<td>2</td>
<td>funds</td>
<td>0.754</td>
<td>fund</td>
</tr>
<tr>
<td>3</td>
<td>savings</td>
<td>0.724</td>
<td>monies</td>
</tr>
<tr>
<td>4</td>
<td>earnings</td>
<td>0.710</td>
<td>profits</td>
</tr>
<tr>
<td>5</td>
<td>rent</td>
<td>0.709</td>
<td>dollars</td>
</tr>
<tr>
<td>6</td>
<td>payment</td>
<td>0.705</td>
<td>savings</td>
</tr>
<tr>
<td>7</td>
<td>groceries</td>
<td>0.672</td>
<td>donations</td>
</tr>
<tr>
<td>8</td>
<td>expenses</td>
<td>0.669</td>
<td>donate</td>
</tr>
<tr>
<td>9</td>
<td>bills</td>
<td>0.6659</td>
<td>allowance</td>
</tr>
<tr>
<td>10</td>
<td>pay</td>
<td>0.659</td>
<td>goods</td>
</tr>
</tbody>
</table>

Table 3 shows the words most similar to “money” according to the Q1 and Q4 vectors. We find that while low RHI students are talking about “rent”, “expenses”, and “bills” when they talk about money, the high RHI students are talking about “savings”, “donations”, and their “allowance.” This shows how a student’s experience influences the way they use language. There are probably many other words that demonstrate similar qualitative difference and variation across quartiles, but an exhaustive search through them will be considered for future study. Importantly, human readers would be able to detect the differences between the most similar vectors between Q1 and Q4, even if those differences might be subtle. For both vectors, there are clear connections to money, but the differences in how a high income student writes about money and a low income student writes about money is also clear from our qualitative assessment.

Table 5.2 Similarity Results

Table 2 shows the results of each quartile’s vectors on each of our three word similarity tasks. Performance is reported using Spearman Correlation, although the results looked largely the same using Pearson Correlation. Note that with the exception of WS-353 (the smallest dataset), similarity task performance increased monotonically with income. This indicates that the similarity scores generated for these evaluation tasks are more in line with the way that high income students use language than the way that low income students use language. We did not filter the similarity tasks according to word frequencies, as the overall frequencies of the words in each task were very similar across the four training sets.

5.3 Qualitative Results

Word vectors by their nature pick up on semantic relationships between words [1]. It then follows that the underlying cause of these differences in intrinsic evaluation performance is a difference in word meaning between the RHI quartiles. Word vectors allow us to measure the similarity in meaning between two words in a dataset by using the cosine similarity of those two words’ vectors.

If analogies arise naturally in word vectors, then we could view the analogy task as a way of measuring what analogies exist for a given training set. If an analogy does not exist in the vectors of a given quartile, then we might say that the students who wrote those essays do not see those words as analogous. Under this perspective, our results can also serve as a way of quantifying the patterns in word usage between students of different income levels. If these patterns are not considered in large scale text analyses in education, word vectors and the many downstream tasks that use them as input could systematically bias the language practices of students based on their social class.

6. CONCLUSION

We have found that two standard intrinsic evaluation tasks (similarity and analogy) are biased against the writing of lower income students. Word vectors trained on the writing of lower income students systematically perform worse on similarity and analogy tasks than the vectors trained on the writing of higher income students. These findings do not indicate anything about writing quality. Rather, our results indicate that the “ground truth” semantic relationships included in these tasks are not the ground truth for everyone.

We hope that these techniques will be used to audit other word vector evaluation tasks, both intrinsic and extrinsic. We also hope that there will be more discourse surrounding the fairness of evaluation tasks, especially given the increased use of word vectors in educational contexts. However, more work needs to be done in order to determine whether and how it is possible to debias intrinsic evaluation of word vectors with respect to various social dimensions.

7. FUTURE WORK

We hope that these techniques will be used to audit other word vector evaluation tasks, both intrinsic and extrinsic. We also hope that there will be more discourse surrounding the fairness of evaluation tasks, especially given the increased use of word vectors in educational contexts. However, more work needs to be done in order to determine whether and how it is possible to debias intrinsic evaluation of word vectors with respect to various social dimensions.
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