ABSTRACT
Despite several advantages of online education, lack of effective student-instructor interaction, especially when students need timely help, poses significant pedagogical challenges. Motivated by this, we address the problems of automatically identifying posts that express confusion or urgency from Massive Open Online Course (MOOC) forums. To this end, we first investigate the extent to which the tasks of confusion detection and urgency detection are correlated so as to explore the possibility of utilizing a multitasking set-up. We then propose two LSTM-based multitask learning frameworks to leverage shared information and transfer knowledge across these related tasks. Our experiments demonstrate that the approaches improve over single-task models. Our best-performing model is especially useful in identifying posts that express both confusion and urgency, which can be of particular relevance for forum curation.

1. INTRODUCTION
Massive online courses have changed the academic landscape of today, offering convenient alternatives to learners at significantly reduced costs, compared to traditional educational institutions. With more than six million students taking at least one online course as part of their degree program [16], online education has already become one of the most popular higher education supplements.

Despite several advantages associated with online education, such as diversity of programs, lower cost, and more flexible learning environment, factors such as lack of personalization and low instructor-student ratio pose significant challenges to this learning environment. For the most part, discussion forums continue to be the sole platform for student interaction with others (students and instructors), where learners share their ideas, opinions, or even express their concerns and questions about the course material. Unfortunately, in a typical online class, these forums can quickly get difficult to manage with few instructors and several learners getting involved and posting their concerns. This situation can hamper the instructors’ ability to gauge students’ comprehension of course materials and address students’ concerns in a timely manner, ultimately reducing learning effectiveness for students.

One way of bringing about the much needed immediacy is by way of automatic curation of the forums, where posts related to confusion about the course material, or those that raise urgent issues are automatically identified. For instance, identifying posts that express confusion (Confusion Detection) could help instructors in adapting their teaching strategies during the course by employing more examples, altering the course syllabus or slowing down the pace of instruction. Likewise, automatically identifying urgent posts, i.e. posts which need an immediate response (Urgency Detection) and resolving them in a timely manner is important for keeping students engaged. The two types of posts are related but different in the sense that posts that express confusion seek help about the content of the course material while posts that express urgency also seek help but not necessarily directly about the course content. Nevertheless, the ultimate goal of both types of posts is to seek help from others and so there is promise in designing methods that can learn them simultaneously in a multi-tasking set-up.

While previous works have focused on addressing a single forum curation task [1, 20, 21, 22], other studies [24, 25] have also shown that learning features that help address one task may be gainfully used for other tasks—an aspect central to a multi-task learning framework. Another reason for exploring multi-task learning in this domain is the limited availability of labeled data. The use of supervised machine learning approaches requires labeled data annotated by experts, which can be time-consuming, costly, and difficult to obtain in this domain. Unlike single-task frameworks which often suffer from insufficient annotated data, the proposed multi-task framework can share information between related tasks leveraging beneficial information, thus avoiding the need to have large amount of labeled data for individual tasks. However, this comes at the cost of increased model-parameters, which can instead hurt the model. Also, if the jointly learned tasks are weakly correlated, it might be more fruitful to focus on one task at a time since multi-tasking might introduce more noise than useful signals. Despite these issues,
the potential gains via an implicit increase in the sample size for training our model by making it learn related tasks has the promise of averting the noise of each task and thus improving generalization.

In this paper, we propose two multi-task learning architectures, namely Shared-BiLSTM and Specific-Shared Multi-Task, based on Long Short Term Memory (LSTM) networks. Our goal is to use these architectures for forum curation by jointly learning the tasks of Confusion detection and Urgency detection. To investigate the potential promise of our approaches, in light of the concerns mentioned above, we design experiments to answer the following research questions:

RQ1: To what extent are different tasks in this domain correlated?
RQ2: What is an effective multi-task learning architecture for this problem?
RQ3: Can the proposed multi-task learning model leverage the shared signals between the correlated tasks?
RQ4: How does adding more tasks affect the model’s performance in the primary tasks?
RQ5: Does an already trained multi-task model help in improving recall in a specific subset of data that could be of particular interest to the instructors? ¹

Our experiments show that automatic forum curation benefits from sharing signals between Confusion and Urgency detection, and our proposed multi-task learning architecture improves on the individual tasks by learning shared and mutually beneficial features between the tasks. We summarize our contributions as follows:

• We empirically explore the extent to which confusion and urgency detection are correlated using representative MOOC forum posts.
• We propose two multi-task learning architectures that share information between related tasks.
• Using representative forum posts, we empirically demonstrate that multi-task models improve over single-task models. Our proposed model is especially useful in detecting posts that express both confusion and urgency, which can be particularly relevant for forum curation.

2. RELATED WORK
As MOOCs have attracted millions of users worldwide, analyzing big data from online courses have become an indispensable means towards understanding students’ learning patterns. In this regard, previous research has proposed models to predict dropout or success [7, 13, 14, 18], to measure the impact of social factors in attrition prediction [15], and to automatically curate discussion forums [2, 3, 4]. For example, Ramesh et al. [14] proposed a latent representation model which could be used to abstract student engagement types and to predict dropouts. Wang et al. [19] adopted a content analysis approach to investigate the relationship between students’ cognitive behavior in MOOCs forums and their learning gains. Chaturvedi et al. [4] proposed chain-based models that incorporate meta-data along with course information and content of the posts to identify the posts that require instructor’s attention. Chandrasekaran et al. [3] demonstrated the importance of prior knowledge about forum types in enhancing the predictive performance on the instructor’s intervention task. Chandrasekaran et al. [2] proposed a supervised classifier which makes use of an automatic discourse parser for robust instructor intervention prediction.

Previous work has also focused on using behavioral and community-related cues to provide an insight into students’ intentions, performances, and comprehension levels [21, 21]. Zeng et al. [22] and Agrawal et al. [1] investigated linguistic features along with structural features (e.g., the number of times a post has been read or the number of up-votes) to detect confusion. As identified by previous works [1, 22], one of the primary challenges in this area, is the lack of labeled instances and previous methods have explored the use of domain adaptation for addressing this challenge [23].

To address the problem of labeled data scarcity and leverage the relatedness between tasks, we propose to use multi-task learning which has been proven to perform well in many NLP tasks that include sequence labeling [5], text classification [10], machine translation [6]. For example, Liu et al. [9] proposed different architectures to control the information flow between shared or specific embedding and LSTM layers for text classification. However, multi-task learning has not been effectively explored for the online education domain. In this paper, we propose two multi-task frameworks to jointly learn related tasks (confusion and urgency detection) from the shared signals.

3. METHODOLOGY
We first define our task in Section 3.1 and in the following sections, we describe the Single-Task (ST), Shared-BiLSTM, and Specific-Shared Multi-Task (SSMT) models.
3.1 Problem Formulation

Our training dataset is $D = \{ (X^i, Y^i) \}^N_{i=0}$, where $X^i$ represents the $i^{th}$ instance, and $Y^i = \{y^i_1, y^i_2, ..., y^i_M\}$ denotes a set of $M$ labels for the instance, one corresponding to each task. We assume that each task is a binary classification problem ($y^i_j \in \{0, 1\}$), but the proposed method can also work for multi-class classification tasks. In the following sections, we describe our different architectures.

3.2 Single-Task (ST)

We first create single-task models with identical architectures, to address the individual tasks of detecting confusion and urgency separately. The architecture is depicted in Figure 1. Given a forum post instance as a sequence of tokens $X^i = \{x_1, x_2, ..., x_T\}$, and the class label $Y^i$, we first use an embedding layer to get the vector representation of each token $x_t$, followed by a BiLSTM layer and a linear layer with softmax activation to obtain class probabilities. The model is trained to minimize the cross-entropy loss for each task:

$$L = -\sum_{i=1}^{N} y^i \log(\hat{y}^i)$$

Where $y$ and $\hat{y}$ are the ground-truth and predicted labels (for a particular task) respectively.

3.3 Shared-BiLSTM

We now describe our first multi-task model, Shared-BiLSTM, which uses a shared BiLSTM encoder between different tasks to capture related information. The shared encoder has an architecture nearly identical to the single-task model except that it has an extra linear layer with ReLU activation between the BiLSTM and the Linear (with softmax) layers. Figure 2 shows the model architecture for two tasks, however; it can be easily extended for $M$ tasks. Note that in this (and the next) figure certain layers are collapsed into one single layer for simplicity. For instance, we depict Linear and Softmax as Linear+Softmax in Figure 2 and 3. We experimented with two main variations of this architecture: (1) Without feedback, and (2) With feedback. The first variation, without feedback, is the part of the model shown below the dotted line in Figure 2. The second variation, with feedback, has the class probabilities of each task concatenated with the dense hidden states (the entire Figure 2). Given the training pairs of a post sequence $X^i = \{x_1, x_2, ..., x_T\}$, and the class label $Y^i$, the parameters of the model are updated to minimize total cross-entropy loss for the $M$ tasks:

$$L_{total} = -\sum_{i=1}^{N} \sum_{j=1}^{M} y^i_j \log(\hat{y}^i_j)$$

3.4 Specific-Shared Multi-Task (SSMT)

We now describe our second multi-task model, Specific-Shared Multi-Task SSMT, that unlike the Shared BiLSTM model, first models task-specific characteristics and then shares information between the tasks. This model has task-specific components, with architectures identical to that of single-task models, to learn task-specific features (shown in highlighted parts of Figure 3)\(^3\). Thereafter, the model shares information across tasks by concatenating the predictions of the task-specific components followed by a fully connected layer (with softmax activation) to make predictions for the various tasks. Given the training pairs of post sequence $X^i = \{x_1, x_2, ..., x_T\}$, and corresponding class labels $Y^i$, we first trained two separate single-task models, and used them to initialize the task-specific components of the multi-task network. We then trained the entire network to minimize the total cross-entropy loss defined in Equation 2. Note that during training, task-specific BiLSTM parameters get updated along with other model parameters.

4. EVALUATION

In this section, we evaluate the utility of the proposed multi-task models to address our primary tasks: Confusion and
Urgency detection. Following previous works, we measure performance using Precision, Recall, and F1 scores of the positive class (confusion or urgency). This is because from the perspective of forum curation and helping students, positive class is more important than the negative class.

Dataset. We perform our experiments on the Stanford MOOC Posts Corpus [1]. The dataset contains 29,604 anonymized forum posts from 11 Stanford University public online classes spanning three broad domains: Humanities/Sciences, Medicine and Education. While this dataset has several labels, we primarily focus on two labels: Confusion and Urgency, labeled on a scale of 1−7. The confusion rating is based on the extent to which the post expresses confusion, such as an inability to understand some concept that is taught in the class. Similarly, the urgency rating is based on how urgent it is that the instructors respond to the post. Although these labels are on a scale of 1−7, following previous work [1], we convert these labels to binary values − posts with a score greater than 4 are categorized as Confusion (or Urgency), and those with a score equal or less than 4 as Not Confusion (or Not Urgency). Additionally, in some of our experiments, we use an additional label − Question, indicating whether the post was a question or not. Figure 4 shows the dataset’s label distribution. We can see that only 15.19% of posts are labeled as Confusion, which shows a severe class imbalance in this dataset. We use an 80−10−10 split for training, validation, and test data.

Training Details. For all our models, we initialized the embedding matrix with pre-trained 100-dimensional GloVe vectors [12]. We use a one-layer BiLSTM network with 80 hidden units. We experimented with using more layers and hidden units. However, that led to over-fitting possibly because of the relatively smaller size of the dataset. We applied dropout [17] of rate 0.2 between the BiLSTM hidden layers and the output layers for regularization, and did not fine-tune the word embeddings during training to avoid over-fitting. Finally, we optimized using the Adam optimizer [8], with a learning rate of 0.001.

Correlation Analysis. We performed inter-label correlation analysis prior to our main experiments. First, we visualize the relationship between Confusion and Urgency (considering the original (1−7) Likert scale) in the boxen plot shown in Figure 5. We can see that there can be disagreement between confusion and urgency labels especially around the threshold rating of 4. For example, there are several posts with confusion rating of 4.5 which would be labeled as Confusion but not Urgency (because their urgency ratings are less that 4). However, we observe a relatively high correlation between the two tasks for the most part.

Next, we also analyze the Spearman correlation between confusion and urgency (Table 1). We consider both original as well as the binary labels based on the threshold described earlier. We observe a moderate correlation between Confusion and Urgency (0.570). We also report correlations of these labels with respect to Question to explore whether it can be additionally used in the multi-task setup to improve the performance of Confusion and Urgency detection (the two primary tasks we are interested in). We also find that using binary labels increases the inter-label correlation for all cases. Note that inter-label correlation suggests but does not guarantee or quantify improvement in predictive performance with multi-task learning. Hence, in the following section, we design a new experiment where we consider three single-task models (confusion, urgency, and question) and explore the utility of each to predict Confusion and Urgency (RQ1). We then conduct other experiments to further investigate the utility of multi-tasking for these problems.

Figure 4: Label Distribution for the Stanford MOOC Posts Corpus

Figure 5: Inter-label correlation distribution between ordinal Confusion and Urgency label; the Spearman correlation value is 0.481.

4.1 Experimental Results

In our experiments, we implemented a single-task architecture mentioned in Section 3.2 to create models for each of the three tasks by training them on labeled data from the respective tasks: Single-Task Confusion detection (ST-C), Single-Task Urgency detection (ST-U), and Single-Task Question detection (ST-Q). These form our baselines. We follow a similar naming convention for the Shared-Specific Multi-Task model. For example, we refer to the Shared-Specific Multi-Task model to predict confusion and urgency together as SSMT-CU.

As a preliminary experiment, we compare the performances of our neural Single-Task models with Logistic Regression (LR) using Bag-of-Words and tf-idf features. Comparing the results in Table 2 with those in Rows 1 and 4 of Table 3, we
The goal of our first experiment is to find out if the tasks are correlated enough that model trained on one task can yield reasonable predictive performance on the other task. This would indicate if multi-tasking can help for jointly learning these tasks. For this purpose, we first evaluate ST-C, ST-U, and ST-Q on the task of confusion detection. Even though ST-U and ST-Q were not trained on this label (confusion), we posit that since the tasks of urgency and question detection are correlated with that of confusion detection, these models could have learned signals commonly shared with the confusion detection task. We perform a similar experiment to find correlations with urgency detection. All results are reported in Table 3.

The experiment indicates that the strongest correlation exists between the primary tasks: Confusion and Urgency detection. When used to predict the confusion label, ST-U outperforms Logistic Regression based models on both the tasks. So, henceforth we use our neural models for all single task experiments.

**RQ1: To what extent are different tasks in this domain correlated?**

The goal of our first experiment is to find out if the tasks are correlated enough that model trained on one task can yield reasonable predictive performance on the other task. This would indicate if multi-tasking can help for jointly learning these tasks. For this purpose, we first evaluate ST-C, ST-U, and ST-Q on the task of confusion detection. Even though ST-U and ST-Q were not trained on this label (confusion), we posit that since the tasks of urgency and question detection are correlated with that of confusion detection, these models could have learned signals commonly shared with the confusion detection task. We perform a similar experiment to find correlations with urgency detection. All results are reported in Table 3.

The experiment indicates that the strongest correlation exists between the primary tasks: Confusion and Urgency detection. When used to predict the confusion label, ST-U obtains an F1 score of 0.47, which is only slightly lower than that obtained by ST-C (0.50). Similarly, ST-C performs relatively well in the urgency detection task suggesting that ST-U and ST-C have learned mutually beneficial signals, and can be used in a multi-task setup.

On the other hand, according to row 3 of Table 3, ST-Q has not learn enough mutually beneficial signals for the confusion detection task, suggesting that confusion and urgency are more useful for each other than question.

**RQ2: What is an effective multi-task learning architecture for this problem?**

We experimented with various versions of the two multi-tasking architectures proposed in Section 3. Here, we summarize these architectures and their performances.

For the Shared-BiLSTM model, we consider a variation without feedback (see Section 3.3) and three others with feedback. For the variations with feedback, we experimented with (1) Initializing the entire network randomly, (2) Pre-training and then freezing the shared encoder, and (3) Pre-training the shared encoder but further tuning the entire model to minimize total loss. Together these make up a total of 4 variations of the Shared-BiLSTM model. The performances are reported in the top half of Table 4. We can see that the variations which performed the best are the one that includes feedback with random initialization and the one with feedback, pre-training and freezing.

We also experimented three variations of SSMT: (1) Adding an extra Linear layer with ReLU activation between BiLSTM and final Linear Layers, (2) Including single-task losses in Equation 2 when fine-tuning the entire network, and (3) The model described in Section 3.4 without any changes. The results are summarised in lower half of Table 4. We can see that the model without any changes (as described in Section 3.4) outperforms its other two variations as well as all variations of the Shared-BiLSTM architecture. For the rest of our experiments we use SSMT as our final multi-task setup and we discuss its performance in the rest of the research questions.

**RQ3: Can the Specific-Shared Multi-Task model leverage the shared signals between the correlated tasks?**

We evaluate our Specific-Shared Multi-Task model for predicting Confusion and Urgency (SSMT-CU). Table 5 shows that SSMT-CU outperforms both ST-C and ST-U on the two primary tasks. Comparing Rows 1 and 3, there is an increase in F1 score for the confusion detection task from 0.50 to 0.56. Comparing Rows 4 and 6 shows that we also obtain a boost in F1 score of the urgency detection task from 0.67 to 0.69. These results are statistically significant ($p < 0.001$) [11], and indicate that SSMT-CU has learned the shared signals between the two tasks. Also, we see that urgency has helped to identify confusion more than vice versa. This can also be observed in Table 3: the drop in performance when using ST-U instead of ST-C for confusion detection was much smaller than the drop resulting from using ST-C instead of ST-U for urgency detection. This also hints that urgency signals are more useful for confusion detection.

---

**Table 1: Spearman correlation between all labels**

<table>
<thead>
<tr>
<th>Labels</th>
<th>Confusion(1-7)</th>
<th>Confusion(1/0)</th>
<th>Urgency(1-7)</th>
<th>Urgency(1/0)</th>
<th>Question(1/0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confusion(1-7)</td>
<td>1.0</td>
<td>0.722</td>
<td>0.481</td>
<td>0.545</td>
<td>0.510</td>
</tr>
<tr>
<td>Confusion(1/0)</td>
<td>0.722</td>
<td>1.0</td>
<td>0.603</td>
<td>0.570</td>
<td>0.567</td>
</tr>
<tr>
<td>Urgency(1-7)</td>
<td>0.481</td>
<td>0.603</td>
<td>1.0</td>
<td>0.852</td>
<td>0.671</td>
</tr>
<tr>
<td>Urgency(1/0)</td>
<td>0.545</td>
<td>0.570</td>
<td>1.0</td>
<td>0.690</td>
<td>1.0</td>
</tr>
<tr>
<td>Question(1/0)</td>
<td>0.510</td>
<td>0.567</td>
<td>0.671</td>
<td>0.690</td>
<td>1.0</td>
</tr>
</tbody>
</table>

**Table 2: Performance evaluation of single-task models with Logistic Regression as baseline**

<table>
<thead>
<tr>
<th>Model</th>
<th>Task predicted</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR-C+tf-idf</td>
<td>Confusion</td>
<td>0.45</td>
<td>0.56</td>
<td>0.38</td>
</tr>
<tr>
<td>LR+C+BOW</td>
<td>Urgency</td>
<td>0.61</td>
<td>0.67</td>
<td>0.57</td>
</tr>
<tr>
<td>LR-U+tf-idf</td>
<td>Urgency</td>
<td>0.59</td>
<td>0.76</td>
<td>0.48</td>
</tr>
</tbody>
</table>

**Table 3: Performance evaluation of single-task models when used to predict Confusion or Urgency**

<table>
<thead>
<tr>
<th>Model</th>
<th>Task predicted</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST-C</td>
<td>Confusion</td>
<td>0.50</td>
<td>0.68</td>
<td>0.40</td>
</tr>
<tr>
<td>ST-U</td>
<td>Confusion</td>
<td>0.47</td>
<td>0.46</td>
<td>0.48</td>
</tr>
<tr>
<td>ST-Q</td>
<td>Confusion</td>
<td>0.32</td>
<td>0.39</td>
<td>0.27</td>
</tr>
<tr>
<td>ST-U</td>
<td>Urgency</td>
<td>0.67</td>
<td>0.72</td>
<td>0.62</td>
</tr>
<tr>
<td>ST-C</td>
<td>Urgency</td>
<td>0.44</td>
<td>0.67</td>
<td>0.33</td>
</tr>
<tr>
<td>ST-Q</td>
<td>Urgency</td>
<td>0.44</td>
<td>0.60</td>
<td>0.47</td>
</tr>
</tbody>
</table>
We now turn our attention to a specific subset of our dataset that could be of particular interest to the instructors? We created this subset from test set of our data.

Table 4: Results of different variations of our two multi-task architectures. We indicate feedback with “fb”, and single-task with “st”. Bold fonts denote best performances among top and bottom halves of the table.

<table>
<thead>
<tr>
<th>Model</th>
<th>Task predicted</th>
<th>Confusion F1</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST-C</td>
<td>Confusion</td>
<td>0.50</td>
<td>0.68</td>
<td>0.40</td>
</tr>
<tr>
<td>SSMT-CUQ</td>
<td>Confusion</td>
<td>0.52</td>
<td>0.71</td>
<td>0.41</td>
</tr>
<tr>
<td>SSMT-CU</td>
<td>Confusion</td>
<td>0.56</td>
<td>0.66</td>
<td>0.49</td>
</tr>
<tr>
<td>ST-U</td>
<td>Urgency</td>
<td>0.67</td>
<td>0.72</td>
<td>0.62</td>
</tr>
<tr>
<td>SSMT-CU</td>
<td>Urgency</td>
<td>0.69</td>
<td>0.71</td>
<td>0.67</td>
</tr>
<tr>
<td>SSMT-CU</td>
<td>Urgency</td>
<td>0.69</td>
<td>0.70</td>
<td>0.69</td>
</tr>
</tbody>
</table>

Table 5: Performance evaluation of single-task and multi-task models; MT-CU and SSMT-CUQ outperform ST-C and ST-U in the primary tasks.

Table 6: Performance evaluation for the subset of confused and urgent posts

<table>
<thead>
<tr>
<th>Model</th>
<th>Confusion Recall</th>
<th>Urgency Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSMT-CU</td>
<td>0.59</td>
<td>0.70</td>
</tr>
<tr>
<td>ST-C</td>
<td>0.49</td>
<td>-</td>
</tr>
<tr>
<td>ST-U</td>
<td>-</td>
<td>0.59</td>
</tr>
</tbody>
</table>

RQ4: How does adding more tasks affect the model’s performance in the primary tasks?

To evaluate whether it further enhanced the SSMT-CU model, we compare Rows 2 with 3 and 5 with 6. SSMT-CU obtains a higher F1 score (0.56) than SSMT-CUQ (0.52) for the confusion detection task. We attribute the drop in performance of SSMT-CUQ for the confusion task to the relatively weaker correlation between the question detection and confusion detection tasks (also observed in our earlier experiment when comparing Rows 1 and 3 of Table 3). The introduction of question detection task might have introduced more noise and weakened the shared signals of confusion and urgency.

On the other hand, SSMT-CUQ and SSMT-CU have identical F1 scores (0.69) on the urgency detection task (Rows 5 and 6 of Table 5). Despite question detection being as useful for urgency detection as confusion detection (shown in Table 3), SSMT-CUQ did not improve over SSMT-CU because it might have received similar signals from both confusion detection and question detection tasks.

RQ5: Does an already trained multi-task model help improving recall in an specific subset of data that could be of particular interest to the instructors?

We now turn our attention to a specific subset of our dataset – posts labeled as both urgent as well as expressing confusion – for their potential to impact learner satisfaction. In this experiment, the models are not trained on this subset. Instead, we analyze the performance of the (already trained) multi-task model on this subset. Since all the posts in this subset are labeled as Confusion and Urgency, any model will have a precision of 1 leading to a less informative F1 score. So, in this experiment, we focus on Recall values. Table 6 shows that the Specific-Shared Multi-Task model significantly outperforms the single-task models in the subset for both confusion and urgency ($p < 0.001$).

These results indicate that by leveraging correlated tasks in the multi-task setting, the SSMT model has learned hidden abstractions which help it to outperform single-task models trained solely on confusion or urgency not just in general, but also in the more important subset of the data.

5. CONCLUSION

In this paper, we hypothesize that inter-label correlation or co-occurrence counts suggest but do not guarantee or quantify improve in predictive performance with multi-task learning. This prompts us to design several experiments to explore the benefits of multi-task learning for confusion and urgency detection in MOOCs forums. We propose the SSMT model, a multi-task learning framework, to facilitate forum curation. We demonstrate that our proposed model outperforms single-task models consistently across both tasks. The multi-task framework takes advantage of the shared signals to yield not only superior performance in general, but also in the subset of the data that is most important for curation: posts that express both confusion and urgency. Future work can extend multi-task learning to explore its generalization performance across various course offerings. More specifically, it can investigate whether a multi-task learner trained on one course, can be effectively used for prediction in other related courses. In this regard, multi-task-based unsupervised domain adaptation can be applied to jointly learn the source and target course classifiers.

3We created this subset from test set of our data.
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