
 Evaluating Local LLMs on Japanese National University 
Entrance Examination Dataset  

in Comparison with Student Performance  

Kyosuke Takami 
Osaka Kyoiku University 

takami-k75@cc.osaka-
kyoiku.ac.jp 

 

Satoshi Sekine 
NII LLMC 

sekine@nii.ac.jp 
 

 

Yusuke Miyao 
The University of Tokyo 

NII LLMC 
yusuke@is.s.u-tokyo.ac.jp 

ABSTRACT 
The evaluation of Large Language Models (LLMs) in educational 
contexts has largely focused on English-language datasets, limiting 
their applicability to non-English assessments. This study intro-
duces a structured transformation of the Question Classification 
Annotation Specification dataset—a localized Japanese dataset de-
rived from real-world university entrance exam (Center Test) 
questions—into a benchmark for LLM evaluation. A key feature of 
this dataset is the inclusion of average student scores, enabling di-
rect comparison between LLMs and human test-takers. In this study, 
as preliminary investigation, we evaluated relatively small-scale 
LLMs (~13 billion parameters), particularly those developed with 
local linguistic resources such as Japanese (e.g., llm-jp, gemma3, 
DeepSeek R1 distill), to assess their feasibility for deploy-ment in 
local computing environments. By comparing these smaller-scale 
LLMs directly with human examinees, we found that, although 
most models did not reach average human performance, the exact 
match rate obtained by a certain model was considered comparable 
to human-level performance. This result implies that locally de-
ployable 13B-scale LLMs have the potential to simulate human 
performance effectively. 
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1. INTRODUCTION 
With recent advancements in artificial intelligence, large language 
models have demonstrated considerable potential in educational 
contexts. However, the effectiveness of local LLMs—customized 
language models tailored to specific datasets—remains underex-
plored, particularly in evaluating student performance. This 
research addresses this gap by examining the applicability of local 
LLMs using the National University Entrance Examination dataset.  

2. RELATED WORK 
2.1 Applications of LLMs in Education 
Large Language Models (LLMs) are being explored for various ap-
plications in educational settings. For example, models like 
ChatGPT demonstrate scores around the passing threshold for var-
ious standardized tests, including professional exams, though they 
struggle with complex reasoning tasks [14]. These capabilities have 
led to proposals for leveraging LLMs in student self-study, includ-
ing generating test questions and administering mock exams. Some 
studies have reported attempts to simulate incorrect answers based 
on learners’ response patterns to diagnose misconceptions and 
weaknesses [12]. Additionally, integrating LLMs with traditional 
cognitive diagnostic models has been proposed to enhance the ac-
curacy of student proficiency assessment [2].  

2.2 Japanese LLM Evaluation Benchmarks 
Historically, LLM evaluation has centered on English, but Japanese 
and other non-English benchmarks have been developed. A notable 
example is JGLUE, which evaluates Japanese language compre-
hension and is constructed independently of English datasets [7]. 
Additionally, Japanese researchers have introduced the Nejumi 
leaderboard [10] integrating llm-jp-eval [4], which aggregates eval-
uations from 12 Japanese-language datasets and multi-turn Q&A 
datasets (Japanese MT Bench) to assess LLMs’ comprehension and 
generative capabilities. Furthermore, domain-specific benchmarks, 
including those for Japanese medical licensing exams [6] and bio-
medical domains [5], have been established to assess the 
proficiency of Japanese LLMs. 

2.3 Benefit of local LLM in Education  
Cloud-based AI services require sending sensitive educational data 
(e.g. student responses, grades) to external servers, which can con-
flict with privacy regulations and trust. These concerns highlight 
the significance of local LLM deployments, where models run on-
premises (e.g. school servers or teacher’s devices) rather than on a 
remote cloud. Recent advances in model compression and hard-
ware efficiency are making local deployment increasingly feasible 
[13]. These technologies will enable that “leaner” LLMs can be 
stored and run on ordinary laptops or phones with minimal perfor-
mance loss, improving privacy, reducing latency, and lowering 
costs. Therefore, this study focuses on LLMs with approximately 
13 billion parameters that can be executed within local computing 
environments. Additionally, we focused on LLMs known for their 
strength in local languages to investigate how well these models 
perform on tests conducted in the local language, and how their 
performance compares with that of human examinees. 
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3. DATASET 
3.1 The National Center Test for University 

Admissions 
The National Center Test for University Admissions (NCTUA), 
known in Japanese as "Daigaku Nyūshi Sentā Shiken," was a stand-
ardized examination administered annually in Japan to assess the 
academic abilities of prospective university students. This test 
played a pivotal role in the university admissions process, serving 
as a common benchmark for evaluating applicants' foundational 
knowledge across various subjects i.e. Physics, Biology, Chemistry, 
Mathematics, English, Japanese, History and so on. These exams 
consist of multiple-choice questions answered on mark sheets, with 
each subject test lasting approximately one to one and a half hours. 
It was administered from 1990 until its discontinuation in the 2020 
academic year. From the 2021 academic year onward, a similar test 
has continued to be administered under the name "Common Test 
for University Admissions." called in Japanese as “Daigaku 
Nyūgaku Kyōtsū Tesuto”. The number of examinees and the aver-
age scores for each subject in this examination are published 
annually, making it possible to directly compare the performance 
of LLMs with that of high school students. 

3.2 Previous XML Dataset  
In this study, we utilized XML data of the National Center Test for 
University Admissions [11], prepared as part of the "Todai Robot 
Project", which explores whether artificial intelligence can pass the 
entrance examination for the University of Tokyo—the institution 
widely regarded as the most difficult to gain admission to in Japan. 
This XML dataset is carefully and faithfully structured, accurately 
capturing the details of exam questions—including specific ele-
ments such as underlined text and diagrams. Additionally, each 
question is annotated to indicate whether answering it requires ex-
ternal knowledge or whether it involves referencing and 
comprehending materials (texts) within the question itself. Utiliz-
ing this richly annotated data, we constructed a structured dataset 
optimized for evaluating language models. Specifically, we trans-
formed the extensive metadata annotations to clearly identify 
knowledge requirements, enabling precise assessments of LLM 
performance—whether through external knowledge or question-in-
ternal comprehension. When preparing the dataset, the underlined 
sections were enclosed in brackets "【】". For cases where a main 
passage is followed by related sub-questions, we conducted spe-
cialized data preparation tailored for LLM evaluation by inserting 
the main text at the beginning of each corresponding question. And 
if an image is included in main text, we also added the image to 
each corresponding question. Through these specialized adjust-
ments, we constructed an optimized dataset specifically tailored for 
evaluating large language models (LLMs). 

3.3 Dataset construction 
Figure 1 represents a JSON data structure, which is an example en-
try from the dataset. Specifically, it corresponds to an item from the 
"National Center Test for University Admissions" dataset, indicat-
ing its source as a standardized Japanese examination. Key 
components shown in the image include: 

Source: Indicates the origin of the question as the "National Center 
for University Entrance Examination." 

 

 
Figure 1. An example of National Center Test for University 
Admissions dataset with some shapes and text 

Year and Question ID: It states the year as 1993, with a specific 
question identifier. 

Text: Contains the main body of the question in Japanese, related 
to chemistry concepts involving chemical reactions and ions. 

Choices: Lists several options (choices "1" to "5"), each represent-
ing possible answers to the multiple-choice question. 

Answer Style and Knowledge Type: Defines metadata, indicating 
the question follows a multiple-choice format, tests conceptual 
knowledge ("conceptual"). 

Need Image: When a figure is required for answering the question, 
the key "need_image" is set to true; otherwise, it is set to false. Ad-
ditionally, the filenames of corresponding images, if applicable, are 
included. Supplementary figures or diagrams are not provided for 
all questions. 

Correct Answer and Score: The field "correct_answer" identifies 
the correct choice ("3"), and "score" assigns a point value ("4"). 

This structured format suggests that the JSON is intended for auto-
mated evaluation systems, possibly in AI-driven educational 
applications, such as machine learning models designed to solve 
standardized examinations or to assist in educational content anal-
ysis. And this structure facilitates direct integration with LLM 
training and evaluation pipelines. In this study, we prepared da-
tasets comprising exam questions from several years (as shown in 
Table 1). Although exams were sometimes administered separately 
for subjects IA and IB due to curriculum differences, we selected 
the IB exams for data construction and evaluation because they had 
higher numbers of test-takers. Supplementary exams were excluded 
from the scope of this study. 

Table 1. Number of questions per year (parentheses represent 
the number of questions without image) 

Year    Physics Chemistry Biology 

2009  22 (0) 25 (13) 25 (6) 

2005 (IB)  21 (0) 29 (8) 27 (0) 

2001 (IB) 21 (0) 29 (6) 27 (5) 

1997 (IB) 19 (0) 23 (2) 24 (16) 

1993  12 (3) 24 (9) 21 (15) 
The dataset in this study is available (https://github.com/Kyosu-
keTakami/center-examination-jp). 
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4. EXPERIMENTS 
4.1 LLMs 
We evaluate the following three Japanese-oriented large language 
models (LLMs), each having approximately 13 billion parameters 
and suitable for inference on a local environment equipped with a 
single NVIDIA A100 40GB GPU.  

l llm-jp-3-13b-instruct3 
Developed by the National Institute of Informatics, this 
model is part of the LLM-jp-3 series, tailored for Japa-
nese language processing [9]. 

l google/gemma3-12b-it 
The Gemma 3 models are trained with distillation and 
achieve superior performance to Gemma 2 for both 
pre-trained and instruction fine-tuned versions [3]. 

l DeepSeekR1-Distill-Qwen-14B 
A distilled version of the DeepSeek R1 model, opti-
mized for efficient inference while maintaining strong 
performance in language understanding tasks [1]. 

4.2 Text-only LLM 
In this study, we evaluated the responses generated by the LLMs 
using text-only inputs. Although Gemma is capable of multimodal 
processing, we deliberately provided only text-based inputs—even 
for questions that ordinarily rely on visual content—to assess its 
capacity to respond effectively without any image data. 

4.3 Prompt 
Prompts are translated as follows: for multiple-choice questions, 

"質問と回答の選択肢を⼊⼒として受け取り、選択肢から回
答を選択してください。" (Given a question and multiple-choice 
answer options as input, please select the correct answer from 
among the provided options.) 

"なお、回答は選択肢の番号（例：1)でするものとします。" 

(Note that answers should be provided using the option number 
(e.g., 1).) 

"回答が複数になる場合は（例：3|4)として下さい。" 

(If multiple answers apply, please indicate them using the pipe sym-
bol (e.g., 3|4).) 

"回答となる数値以外は返さないでください。" 

(Return only the numerical value(s) corresponding to your answer. 
Do not include any additional text.) 

We included the following example as a one-shot prompt for solv-
ing multiple-choice questions: 

 {"input": "質問: ⽇本の⾸都はどこ？\n選択肢: 1.東京, 2.⼤阪, 
3.名古屋" (Question: What is the capital of Japan?\n Options: 1. 
Tokyo, 2. Osaka, 3. Nagoya), 

"output": "1"} 

4.4 Evaluation 
For evaluating LLM performance, this study used the exact match 
ratio, which measures the proportion of questions where the LLM’s 
predicted answer exactly matches the correct label. This ratio is a 
widely used evaluation metric for multiple-choice question answer-
ing tasks, but it should be noted that it differs from the publicly 

reported average student scores, where each question has an as-
signed score and results are normalized to a maximum of 100 points. 

5. PRELIMINARY RSULT 
5.1 Overall results 
Table 2. Overall results  

Subject llm-jp-
3-13b- 

in-
struct3 

gemma-
3-12b-it 

DeepSee
k-R1-
Distill-
Qwen-

14B 

Student av-
erage score 

(weighted/no
rmalized 

score) 
Physics 

2009 

4.55 

(--) 

27.27 

(--) 

13.64 

(--) 

63.55 

2005 
(IB) 

19.05 

(--) 

23.81 

(--) 

14.29 

(--) 

59.97 

2001 
(IB) 

19.04 

(--) 

14.29 

(--) 

9.52 

(--) 

72.81 

1997 
(IB) 

9.50 

(--) 

21.05 

(--) 

31.58 

(--) 

70.71 

1993 
41.67 

(33.33) 

16.67 

(0.00) 

25.00 

(33.33) 

53.84 

Chemis-
try 

2009 

17.86 

(18.75) 

39.29 

(50.00) 

32.14 

(43.75) 

69.54 

2005(IB) 
31.03 

(25.00) 

37.93 

(50.00) 

34.48 

(62.50) 

66.06 

2001(IB) 
24.10 

(16.67) 

31.03  

(50.00) 

24.14 

(33.33) 

58.51 

1997(IB) 
17.30 

(50.00) 

39.13 

(50.00) 

34.78 

(100.0) 

62.93 

1993  
37.50 

(55.56) 

45.83 

(66.67) 

29.17 

(44.44) 

58.69 

Biology 

2009 

24.00 

(00.00) 

32.00 

(50.00) 

32.00 

(16.17) 

55.85 

2005 
(IB) 

22.22 

(--) 

51.85 

(--) 

40.74 

(--) 

51.58 

2001(IB) 33.33 

(0.00) 

29.17 

(31.25) 

40.74 

(45.45) 

67.12 

1997(IB) 4.17 

(0.00) 

29.17 

(31.25) 

37.50 

(37.50) 

51.73 

1993 14.29 

(20.00) 

23.81 

(26.67) 

38.10 

(53.33) 

59.94 

Table 2 demonstrates the results of the evaluation of Local LLMs 
on our National Center Test for University Admissions Dataset. We 
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provide the exact match ratio for each local LLM. The values in the 
upper row represent the overall exact match accuracy, including 
both questions requiring images and those solvable with text alone. 
Numbers enclosed in parentheses indicate the exact match ratio for 
questions without accompanying images (i.e., those solvable using 
text alone). For each subject, the exact match ratio of the best-per-
forming model is indicated in bold. Looking at the results for 
physics (upper rows of the table), all models exhibited exact match 
ratio below 50%, indicating inferior performance compared to av-
erage student accuracy. This is likely because physics questions 
predominantly require interpreting diagrams (images). As shown in 
Table 1, only three questions from 1993 could be solved using text 
alone. In the chemistry results (middle rows of the table), the exact 
match ratio for text-only questions exceeded 50% for the year 1993 
in the llm-jp and gemma3 model, indicating performance compara-
ble to or even surpassing that of human examinees. In the biology 
results (lower rows of the table), Gemma3 exhibited the highest ex-
act match accuracy among all models and subjects for the year 2005. 
This performance was considered comparable to human average 
accuracy levels. 

6. LIMITATIONS 
One limitation of this study is that questions presumed to require 
diagrams were evaluated using only textual information. This was 
done to assess how effectively the questions could be answered 
based solely on text. In future research, it will be necessary to con-
duct performance comparisons using multimodal LLMs that 
incorporate images. For this reason, the dataset prepared in this 
study also includes image files to support further investigation (see, 
our dataset: https://github.com/KyosukeTakami/center-examina-
tion-jp). Another limitation is that, while we adopted exact match 
accuracy—a commonly used evaluation metric for LLM evalua-
tion—employing a scoring approach based on question-specific 
point values might be more appropriate for comparing model per-
formance with human performance. 

7. DISCUSSION 
Local Large Language Models (LLMs) with approximately 13 bil-
lion parameters have demonstrated performance comparable to 
humans in certain tasks. However, their overall performance often 
falls short of human levels. To achieve human-equivalent perfor-
mance across a broader range of tasks, larger models with around 
100 billion parameters may be necessary. Advancements like the 
Petals platform have made it feasible to run such large-scale LLMs 
on personal GPUs, potentially enabling their integration into edu-
cational settings. Since the underlying mechanisms of LLMs are 
still not fully understood, clarifying what linguistic resources they 
were trained on and revealing the detailed nature of their errors 
could help identify more efficient human learning strategies. More-
over, comparing these aspects with human errors may open the door 
to proposing novel learning methods for humans inspired by the 
learning processes of LLMs. By comparing the types of errors made 
by these models with those of human learners, educators can gain 
insights into learning processes and the underlying mechanisms of 
LLMs. This approach may contribute to a deeper understanding of 
both human learning and AI behavior. 

8. CONCLUSION 
In conclusion, this research provides valuable initial insights into 
the potential of local LLMs for educational evaluation, demonstrat-
ing both their capabilities and limitations. Further work, 

particularly involving multimodal analysis and a scoring method-
ology that aligns more closely with human performance metrics, 
will be crucial in fully assessing the practical applicability of local 
language models in educational assessments. 
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