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ABSTRACT 
While  students  often  prefer  learning  with  multiple-choice  

questions (MCQs), these are frequently criticized for emphasizing  

recognition over active recall, which makes them less effective for  

long-term  retention.  However,  well-designed  competitive  

distractors, that are semantically or orthographically similar to the  

correct answer, may overcome this deficit by encouraging deeper  

cognitive  processing.  Traditional  distractor  generation  is  

labor-intensive,  requiring  domain expertise and significant time  

investment.  Recent  advances  in  artificial  intelligence  offer  

automated solutions for generating semantically related distractors  

at  scale,  but  not  for  generating  distractors  that target learners’  

misconceptions about the lexical representation of answers. In this  

study,  we  present  a  data-driven  method  for  automatically  

generating plausible orthographically related distractors, based on  

a combination of common incorrect responses from learners doing  

open-answer  retrieval  practice,  and  rule-based  generation  of  

common  misspellings.  This  flexible  and  scalable  approach  to  

generating distractors that align with genuine misconceptions, can  

make MCQs a more effective tool for vocabulary learning. 
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1. INTRODUCTION 
Multiple-choice questions (MCQs) are commonly used in retrieval 

practice due to their efficiency, accessibility and ease of 

implementation. However, they are often criticized for primarily 

testing recognition rather than active recall, which is generally 

considered more effective for learning. Despite this skepticism, 

research suggests that well-constructed MCQs, particularly those 

with carefully designed distractors, can enhance learning outcomes 

by promoting deeper cognitive processing [16, 17].  

A key concern with traditional MCQs is that they allow learners to 

recognize the correct answer rather than actively retrieve it, which 

can be less effective for long-term retention [4, 12]. This passive 

processing enables learners to guess answers without fully recalling 

the information. For example, in a vocabulary learning context, if 

there is only one answer option that looks vaguely similar to the 

cue, or if there is one noun combined with three adjectives, learners 

may guess it correctly without truly engaging with the material. 

This can result in learners overlooking crucial details like spelling, 

making these MCQs insufficient preparation for tests where 

accurate spelling is assessed [19].   

However, MCQs offer several advantages from a practical 

standpoint as they are time-efficient and reduce cognitive load 

compared to open-ended questions, making them particularly 

useful in adaptive learning systems. Research suggests that students 

often avoid practice methods that demand greater mental effort, 

such as open-ended retrieval practice [9]. Therefore, when designed 

effectively, MCQs can serve as a more accessible and engaging 

retrieval practice tool, increasing the likelihood of student use.  

Creating high quality MCQs, however, can be time consuming and 

requires significant expertise to ensure that distractors are neither 

too obvious nor entirely misleading. Furthermore, the relevance of 

distractor types depends on the specific learning goal, for instance, 

mastering spelling requires different distractors than those used for 

understanding the conceptual meaning of a word. In recent years, 

new techniques have been developed to automate distractor 

generation, offering promising solutions. However, reliably 

producing high quality, contextually appropriate distractors remain 

a difficult task. In this study, we present a structured approach to 

automatically generate plausible distractors for vocabulary retrieval 

practice, using common student mistakes.  

2. LEARNING WITH MCQS 

2.1 Good Distractors 
Recent research suggests that competitive distractors, those closely 

related to the correct answer, can introduce desirable difficulty, 

forcing learners to engage in deeper processing [17, 2, 3]. Effective 

distractors are plausible yet incorrect, requiring the learner to 

critically evaluate their choices. For instance, the use of semantic 

similarity (using words with related meanings) or orthographic 

similarity (using words with similar spelling patterns) encourages 

learners to engage in retrieval processes rather than simple 

elimination, thereby strengthening their understanding of the 

material [16, 17]. This makes MCQs more comparable to open-

ended questions in terms of their learning benefits.  

Importantly, the effectiveness of distractors may depend on 

learners' proficiency levels and learning goals. Research [15] 

suggests that sensitivity to confusion caused by similar lexical 

forms decreases as language proficiency increases. In other words, 

lower proficiency learners are more susceptible to confusion from 

orthographically similar distractors, while higher proficiency 

learners may benefit from them. Therefore, aligning distractor 

design with learners' proficiency levels and learning objectives is 

essential. For instance, if the goal is to enhance semantic 

understanding, distractors focusing on meaning may be more 
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effective. In contrast, orthographically related distractors can be 

more useful for reinforcing spelling accuracy, which often becomes 

a priority in later stages of learning.  

Furthermore, studies have highlighted the importance of using 

students' misconceptions and common errors to create plausible 

distractors in multiple-choice testing. Traditionally, this process 

involved manually analyzing students' written or verbal responses 

to identify patterns of misunderstanding [13, 18]. Content 

specialists could then select the most frequently occurring mistakes 

from students' responses, or generate individual distractors by 

applying these common errors and misconceptions [6, 13]. 

Utilizing frequently made mistakes by learners has proven to be a 

useful technique for distractor generation [10, 23]. Nonetheless, 

some researchers have expressed concerns regarding the use of 

incorrectly spelled distractors, arguing that exposure to incorrect 

information may result in the acquisition of false knowledge [7, 14, 

24]. 

Despite these concerns, other studies indicate that the negative 

effects of misleading distractors can be mitigated. It was found that 

providing students with immediate feedback effectively 

counteracted the negative impact of related distractors, enhancing 

learning outcomes [8]. Another study [2] further demonstrated the 

benefits of orthographically related distractors in vocabulary 

learning. Their study, which incorporated pseudowords and similar 

incorrect options in multiple-choice tests, showed that vocabulary 

recall improved both immediately and after a delay.  

2.2 Distractor Generation 
Traditionally, distractor generation has relied on manually creating 

or selecting incorrect answers focusing on certain key criteria: (1) 

Plausibility: the distractors should be similar to the correct answer, 

grammatically correct, and contextually relevant; (2) Reliability: 

each distractor should definitively be an incorrect answer; and (3) 

Diversity: the distractors should differ sufficiently from one 

another [1]. Creating such high-quality distractors is labor-

intensive, requiring both domain expertise and significant time 

investment.  

Recent advancements have introduced AI-based approaches to 

streamline this process. Pre-trained language models (PLMs) such 

as GPT, BERT, T5, and BART, trained on vast amounts of 

unlabeled data, can be adapted for distractor generation tasks [1]. 

These models can be designed to rank distractors based on their 

relevance to the question stem and correct answer or generate 

plausible distractors by considering the context of the material [20]. 

However, because these models primarily focus on semantic 

relationships and contextual meaning, they may struggle to produce 

orthographic distractors, which rely on surface-level similarities 

such as spelling variations.  

Despite these advancements, AI-generated distractors still face 

challenges in ensuring reliability, i.e., whether the distractors are 

actually incorrect, and diversity, i.e., whether they differ 

sufficiently from each other [1]. Another significant limitation is 

that these AI-generated distractors may not accurately reflect the 

actual mistakes learners make during retrieval practice of 

vocabulary in a new language. While context and relatedness are 

considered, there is no direct connection between the errors learners 

commonly make and the distractors generated by these models, as 

they are generally trained on text corpora rather than on learners’ 

errors. As a result, these methods are unlikely to fully capture 

learners' specific misconceptions about vocabulary materials. As 

noted earlier, distractors that accurately represent learners' 

misconceptions can promote more meaningful engagement and 

strengthen comprehension. Yet, identifying these misconceptions 

demands the analysis of real learner responses, which can be a 

complex and time-consuming process.  

3. METHOD 
To address these challenges, we developed an automatic distractor 

generation method for vocabulary learning. This method utilizes 

incorrect responses from learners to generate plausible 

orthographic distractors for vocabulary retrieval practice. The 

entire process is automated through a custom script written in R 

[21], using several key packages including ‘data.table’ [11] for 

efficient data manipulation, ‘dplyr’ [25] for data wrangling, 

and ‘stringdist’ [26] for string matching. The script is applied to a 

dataset of student responses collected from vocabulary learning 

sessions within an adaptive learning system. Importantly, this 

method is adaptable to any vocabulary retrieval practice setting, as 

long as learners’ typed responses to retrieval cues are available.  

3.1 Preprocessing stage 
Before applying the steps for distractor generation, the dataset 

undergoes preprocessing. This involves retaining only the incorrect 

responses, removing empty and incomplete responses, and 

converting all text to lowercase.  

3.2 Automatic Distractor Generation Steps 
Our method follows these key steps (figure 1):  

1) Filtering learning data on word overlap: We identify 

incorrect responses with a Damerau-Levenshtein 

similarity of ≥ 0.70 to the correct answer to ensure 

orthographic similarity.  

2) Excluding nonexistent trigrams: To filter out 

typographical errors, we exclude the incorrect responses 

containing trigrams that do not exist in the second 

language. That way we distinguish between typing errors 

(mistakes caused by key confusion while typing) and 

spelling errors (cognitive errors due to insufficient 

language competence) [22]. 

3) Selecting the most common mistakes: High frequency 

incorrect responses are prioritized as distractors, as they 

reflect the most common learner misconceptions. For 

each correct answer, the corresponding incorrect 

responses are ranked based on their frequency.  

4) Generating misspelled distractors: When all incorrect 

responses for a specific item are unsuitable for distractor 

selection, a misspelling generation function is applied. 

This function simulates real learner mistakes:  

a. Common consonant/vowel confusions (e.g., 

‘ie’ vs. ‘ei’); 

b. Gender swaps (e.g., ‘der’ vs. ‘die’);  

c. Orthographic errors based on phonetic 

similarities (e.g., ‘au’ vs ‘eu’). 

5) Select the distractors: Pick the highest frequency 

incorrect responses and/or the distractors generated by 

the misspelling function. 
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Figure 1. A visualization of the distractor generation method 

derived from response data. 

4. RESULTS 
We will present results from applying our distractor generation 

method to a large dataset of typed learner responses collected 

during German vocabulary practice in Dutch secondary schools. 

The dataset includes over 12 million responses from students across 

all grade levels and three educational tracks (preparatory secondary 

vocational education, senior general secondary education, and 

university preparatory education). 

We focused on incorrect responses, which were cleaned and filtered 

to ensure they were plausible. Incomplete or empty entries were 

removed, and only those reasonably similar to the correct answer 

were retained. We also excluded responses with unlikely letter 

combinations for German. This resulted in a final set of over 

117,000 plausible incorrect responses. 

Using the procedure described in our method section, we grouped 

errors by vocabulary item and selected the most frequent ones as 

distractors. For 2,059 items, we aimed to select two distractors 

based on real learner data; where this was not possible, additional 

distractors were generated using a misspelling function. Of the 

4,118 distractors selected, only 2.38% were generated. 

We will present summary statistics and visualizations showing 

error frequencies, similarity to target words, and the extent to which 

distractors could be drawn from actual learner input. 

5. DISCUSSION AND FUTURE 

DIRECTIONS 
An essential next step is to evaluate the quality of the generated 

distractors. This can be achieved within real learning tasks by 

focusing on two key aspects. 1. Distractor selection rates, which 

measure how frequently learners choose a distractor as their 

answer. A high selection rate would suggest that the distractors are 

plausible and do not reveal the correct answer. 2. Learning 

outcomes, where enhanced long-term retention is expected, 

aligning with the concept of desirable difficulties in learning [17]. 

One line of work that we have not explored in this study is the 

extent to which this method generalizes to other populations than 

the population that generated the data. While both French and 

German learners of English need to learn the same orthographic 

representations, their native languages may influence the types of 

errors they make. For instance, it is likely that a French native 

speaker has different issues with a word such as league (from the 

French ligue, meaning ‘confederacy’) than a German speaker will 

have. The extent to which this plays a role is still to be determined.  

Another important direction for development is the adaptation of 

distractors to learners’ individual knowledge levels about the target 

language. Previous research suggests that an effective learning 

sequence in vocabulary learning involves first targeting semantic 

learning before transitioning to orthographic learning [5, 15]. 

6. CONCLUSION 
Our automatic distractor generation method uses real learner 

mistakes to create plausible, competitive orthographic distractors 

for MCQs, with the aim of enhancing their effectiveness as a 

learning tool within adaptive vocabulary learning systems. This 

automated approach not only reduces the need for manual effort but 

also aims to generate high quality distractors that promote deeper 

cognitive processing and support more effective learning.  
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