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ABSTRACT

Prior work has developed a range of automated measures
(“detectors”) of student self-regulation and engagement from
student log data. These measures have been successfully
used to make discoveries about student learning. Here, we
extend this line of research to an underexplored aspect of
self-regulation: students’ decisions about when to start and
stop working on learning software during classwork. In the
first of two analyses, we build on prior work on session-level
measures (e.g., delayed start, early stop) to evaluate their re-
liability and predictive validity. We compute these measures
from year-long log data from Cognitive Tutor for students in
grades 8-12 (N = 222). Our findings show that these mea-
sures exhibit moderate to high month-to-month reliability
(G > .75), comparable to or exceeding gaming-the-system
behavior. Additionally, they enhance the prediction of final
math scores beyond prior knowledge and gaming-the-system
behaviors. The improvement in learning outcome predic-
tions beyond time-on-task suggests they capture a broader
motivational state tied to overall learning. The second anal-
ysis demonstrates the cross-system generalizability of these
measures in i-Ready, where they predict state test scores
for grade 7 students (N = 818). By leveraging log data,
we introduce system-general naturally embedded measures
that complement motivational surveys without extra instru-
mentation or disruption of instruction time. Our findings
demonstrate the potential of session-level logs to mine valid
and generalizable measures with broad applications in the
predictive modeling of learning outcomes and analysis of
learner self-regulation.
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1. INTRODUCTION

Self-regulated learning (SRL) [60] has been a cornerstone in
the development of automated detectors of student engage-
ment in Educational Data Mining (EDM). Given the nature
of logged data from Digital Learning Platforms (DLP), EDM
researchers have frequently leveraged time-based measures
to capture key aspects of self-regulation, such as motiva-
tion, time management, and goal orientation. These time-
based measures have been used to contextualize various as-
pects of learner behaviors in the development of detectors
for effort [67, 38], attention [79, 59], gaming-the-system [55],
mind-wandering [18], and off-task behavior [68, 5]. Follow-
up research has demonstrated the predictive utility of these
measures, linking them to students’ immediate [20, 68, 38],
short-term, and long-term learning outcomes [56, 65].

While EDM and Learning Analytics have extensively ex-
amined process-level engagement—focusing on interactions
with tasks or materials—session-level exploration has been
generally limited to students working independently in higher
education[35, 31, 48, 45]. Despite an inherent expectation
for student participation in K-12 settings, session-level en-
gagement remains largely underexplored. Beyond a few stud-
ies on session-level time-based measures as indicators of dili-
gent learner behavior [23, 25], its broader implications are
not well understood. As such, dedicated classwork sessions
provide a valuable opportunity to investigate session-level
behaviors in structured learning environments.

Student behavior during classwork sessions can be influenced
by individual self-regulation [81, 36] as well as broader class-
room dynamics, and teacher support [33, 60]. For instance,
individual goal orientation [36, 50] as well as teacher instruc-
tions, peer engagement, or other systemic factors [49, 17, 60]
can influence a student’s decision about when to start.

Addressing this gap, especially for classwork sessions, is es-
sential for understanding how classroom dynamics shape in-
dividual learning behaviors and overall learning outcomes.
Additionally, combining session-level and process-level en-
gagement can provide deeper insights into how behaviors at
both levels influence broader engagement and learning.
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In this light, we build on prior research leveraging session-
level time-based measures [23, 77] to examine their reliabil-
ity and predictive validity in relation to learning outcomes,
aiming to identify student differences in diligent time use.
Specifically, we analyze how students’ behavior, such as de-
layed starting, session length, and early stopping when us-
ing DLP during classwork, manifests across students and in-
fluences their learning outcomes, including year-end grades
and performance on standardized state tests. Through these
session-level measures, we contribute to the growing body
of EDM and Learning Analytics research mining SRL differ-
ences from log data, offering a novel lens on student-initiated
practice behavior in the context of a classwork session.

2. BACKGROUND

2.1 Self-Regulated Learning

The conceptualization of SRL as a theoretical construct has
evolved over time, with several empirical studies contribut-
ing to its refinement [54]. Among the formalizations of SRL,
the models proposed by Zimmerman [81], Pintrich [60], and
Winne and Hadwin [74] are often referenced in EDM and
Learning Analytics. These frameworks offer distinct yet
complementary perspectives on factors and mechanisms in-
fluencing learner behavior. Zimmerman’s model emphasizes
individual self-regulation, whereas Pintrich’s framework, as
well as Winne and Hadwin’s framework, emphasize the im-
portance of contextual influences (e.g., peer interactions,
teacher guidance, and class norms), making it more suitable
for our focus on K-12 classwork session data.

Previous research has explored the influence of various SRL
factors on self-regulatory processes. Goal setting, task value,
and goal orientation influence engagement, with mastery
goals fostering deep learning [28] and performance goals pri-
oritizing learning outcomes [50, 36]. Motivation and self-
efficacy underpin all phases, shaping persistence and self-
regulation [75, 30], while high self-efficacy fosters resilience,
helping learners reframe challenges as opportunities [73].

Additionally, time management, effort regulation, and metacog-

nitive monitoring sustain engagement by guiding progress
tracking, strategic adjustments, and reflection [72, 4].

In practice, effective self-regulation is often observed through
learners’ adjustments in how they manage time and effort.
For example, Gollwitzer et al. [36], in their meta-analysis,
highlighted how goal-oriented, explicit “if-then” plans shape
student self-regulation. For instance, a student might plan,
“If my friends distract me, then I will ignore them and keep
working.” These situational cues helped students effectively
regulate their learning by developing strategic goal-directed
plans for seizing opportunities(d = 0.61) and shielding them
from unwanted influences (d = 0.77).

2.2 Time-Based Detectors

Different dimensions of SRL have directly or indirectly in-
formed the development of time-based measures (i.e., detec-
tors) to capture various aspects of learner behavior in DLPs.
These measures provide valuable insight into various aspects
of student engagement, such as effort [67, 38], off-task be-
havior [68, 5], and procrastination [12, 78, 64].

Learner time management also plays a crucial role in the
modeling and detection of more complex behaviors, such
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as gaming-the-system [7, 55|, wheel-spinning (i.e., unpro-
ductive persistence) [8, 37], attention [79, 59], and mind-
wandering [18, 51]. For instance, the rule-based gaming-the-
system detector by Paquette et al. [55] uses 19 contextually
interpretable actions, 13 of which (~68%) directly incorpo-
rate time to establish context. For example, a help request
within five seconds of starting a problem would indicate:
“the student did not think before asking for help.”

Follow-up research has reported on the predictive perfor-
mance of some of these behaviors in relation to students’
immediate [20, 68, 38|, short-term, and long-term learning
outcomes [56, 65]. For instance, in terms of immediate out-
comes, Gurung et al. [38] found that students who exhibit
low effort (time spent) on hints were significantly more likely
to wheel-spin on mastery-based assignments. Similarly, for
long-term outcomes, San Pedro et al. [65] observed a signif-
icant relationship between students’ frequency of gaming-
the-system while doing math and their eventual choice of
STEM versus non-STEM careers, i.e., students pursuing
non-STEM careers exhibited gaming-the-system behavior
0.57 standard deviations more frequently than their peers.

Despite advances in process-level detectors, few studies have
incorporated session-level measures (e.g., start time, session
length, stop time) to capture student engagement in struc-
tured learning environments. Factors such as goal orien-
tation [50, 36], procrastination [11, 78], and teacher/peer
influence [17, 60] can affect when students start their work.
Similarly, metacognitive monitoring [4], managing distrac-
tions [36], self-efficacy [75, 30], and other contextual fac-
tors [17, 60] can influence how long they continue before
stopping. Examining these session-level measures, both in-
dividually and relative to peers, furthers our understanding
of how students self-regulate to balance intrinsic and extrin-
sic influences, ultimately facilitating more diligent time use.

2.3 Diligent Use of Time

Diligence is characterized by sustained effort and persever-
ance in learning [10]. While some research has examined
diligence as a distinct construct [10, 34], it is often con-
ceptualized as a behavioral manifestation rather than an
independent trait. This perspective frequently links dili-
gence to broader frameworks such as behavioral regulation
in SRL [80], conscientiousness [44], or grit [26]. While dili-
gence has not been as widely studied as SRL, aspects of the
construct intuitively align with teacher expectations and in-
terpretations of student engagement patterns [17] in terms
of factors such as persistence, time management, and punc-
tuality.

Dang et al.[23] extended the Academic Diligence Task (ADT)*
proposed by Galla et al.[34] to examine learner diligence us-
ing log data from a DLP. They estimate student diligence
as a latent construct by analyzing online behaviors within
a DLP. They controlled for total time on task, work rate
(problems per time), and prior knowledge, using the num-
ber of lessons mastered as the outcome. The inferred dili-
gence demonstrated both predictive and construct validity.
For predictive validity, inferred diligence was significantly

!Galla et al.[34] used a computer-based measure, where stu-
dents choose between practicing math problems or engaging
in a more entertaining distractor to evaluate diligence.



predictive of final academic scores. Similarly, the measure
was correlated with math interest, self-efficacy, mastery ap-
proach, and effort regulation. While Dang’s findings under-
score the importance of time on task in inferring diligence,
additional work is required to isolate aspects of student en-
gagement and behavior that influence time on task.

In our work, we decompose time on task into sub-components
such as delayed start, session length, and early stop. By fo-
cusing on aspects of diligent time use, we aim to align our ap-
proach with how teachers assess diligence in their day-to-day
practice to set clear expectations, provide timely feedback,
and model perseverance [17] at multiple levels, i.e., individ-
ually, within peer groups, and across the entire class [49].

3. CURRENT STUDY

As outlined in Sections 1 and 2, we integrate insights from
SRL, diligence, and detectors to develop session-level time-
based measures during classwork. Using feature engineering
strategies, we capture students’ diligent time use in ways
that align with classroom norms and teacher expectations.

Specifically, we examine the reliability, predictive validity,
and generalizability of session-level measures through the
following research questions:

RQ1. Are session-level time-based measures of practice sta-
ble within students over time?

RQ2. Are session-level measures of student practice predic-
tive of student learning outcomes?

RQ3. Do these session-level measures of student practice gen-
eralize across different educational technologies and
classrooms?

4. METHODS
4.1 Dataset

In our study, we use two datasets. Dataset 1 is an extended
version of the dataset used by Dang et al. [23], allowing us
to build on their findings and contrast session level measures
with time on task (RQ1l and RQ2). We then use dataset 2
to build on our findings from RQ1 and RQ2 and examine
the generalizability of session-level measures on data from a
different learning platform (RQ3).

Dataset 1 is a publicly available? dataset originally collected
over the course of a school year from two suburban middle
schools in a mid-Atlantic state in the U.S.[9]. The dataset
contains student log data from Cognitive Tutor[62], an adap-
tive math tutoring system. During the school year 2011-
2012, 222 students across 12 classes from 2 schools in grades
8 to 12 used Cognitive Tutor for math practice. The average
class had 18.5 students (standard deviation (SD) = 3.37).
Collectively, these students worked on 23,111 problems, gen-
erating more than 2 million transaction logs. The trans-
action logs provide detailed records of student actions, in-
cluding correct and incorrect attempts, hint requests, times-
tamps, problem steps, and associated skills. Additionally,
the dataset includes teacher-assigned year-end math grades
for current and previous school years.

2https://pslcdatashopweb.crnu.edu/Datasetlnfo?datasetld:G13
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We use Dataset 2 to examine the generalizability of session-
level measures. This dataset contains i-Ready® log data from
a West Coast state in the U.S. i-Ready is an adaptive math
tutoring system that provides immediate correctness feed-
back and help on demand. The dataset contains engage-
ment data from 818 students in grade 7 who used i-Ready for
math practice from school years 2022-2023 and 2023-2024.
The average class size across 26 classes was 31.06 students
(SD = 3.09). Collectively, students worked on 18,909 prob-
lems, generating approximately 3.5 million transaction logs.
Like Cognitive Tutor, i-Ready data also contains detailed
records of student actions, including correct and incorrect
attempts, hint requests, timestamps, problem ID, and as-
sociated skills. Additionally, the dataset includes students’
standardized state test scores for grades 6 (pre) and 7 (post).
As the school is in a low-opportunity zone, there was con-
siderable student movement, resulting in an average dropout
rate of 4.04 students (SD = 2.78) per class. As such, out of
818 students, only 717 took the state test.

Both datasets were collected in compliance with IRB proto-
cols, ensuring ethical data handling and participant privacy.
Parents or guardians had the option to opt their child out
of research participation.

4.2 Identifying Sessions

Most DLPs do not distinguish between classwork, home-
work, or additional in-school work (e.g., detention and lunch
breaks). Therefore, class session references for aggregat-
ing features in this study use automatically inferred meta-
data for when classes start and end. This section outlines
our approach to identifying classwork, homework, and non-
classwork sessions from log data.

4.2.1 Bell Schedules

A bell schedule is a school’s structured timetable that sets
start and end times for classes, breaks, and transitions. Bell
schedules can provide useful class session metadata; how-
ever, relying solely on them presents logistical challenges.
This data is often missing from DLP and can be difficult to
track. Moreover, DLP usage can deviate from fixed sched-
ules due to administrative tasks (e.g., roll calls and an-
nouncements) or pedagogical choices (e.g., structuring class
time to combine direct instruction and DLP use). Addition-
ally, students may continue working beyond the scheduled
class time, either due to teacher-led extensions or indepen-
dent motivation. These variations make fixed bell schedules
unreliable indicators of session-level metadata.

4.2.2  Classwork Session

We define classwork sessions along two dimensions: (1) the
total number of active students and (2) the time thresh-
old (intervals of inactivity), i.e., if the entire class remains
inactive for more than a specific interval, we classify the
subsequent activity as part of a new session.

For dimension (1), the total number of active students, we
draw from prior research in collaborative learning. Students,
when collaborating, often work in pairs [70] or small groups
(3-5) [69] for short periods, whereas classwork typically in-
volves larger groups and longer intervals. As such, we set a

3https: //i-readycentral.com/articles/middle-school-3/



threshold of at least five active students to distinguish class-
work sessions from sporadic individual or subgroup usage.

For dimension (2), the time threshold, we use Algorithm 1
to segment student transactions into class sessions based
on temporal activity patterns. To ensure the robustness
of our approach, we performed a sensitivity analysis, testing
threshold values between 2 and 30 minutes to determine the
optimal cutoff for inferring sessions.

Algorithm 1: Class Session Inference Algorithm

1. Step 1: For the class, initialize session and session
count.

2. Step 2: For each transaction:

if time difference between current and last
transaction < threshold (e.g., 7.5 minutes)
then

Assign the transaction to the current session.
else

Start a new session.

Increment the session count.

3. Step 3: When switching to a new class, reset the
session count.

The inferred class sessions with more than five active stu-
dents using different thresholds are presented in Figure 1.
There was no major difference in the total number of in-
ferred sessions. Still, higher thresholds resulted in longer
session lengths for outliers, likely due to the inclusion of in-
stances where students logged in during recess or later in the
day into the inferred session. Although these occurrences
were infrequent, they could still impact the calculation of
time-related measures. Given the minimal variation in in-
ferred sessions and the use of 2 to 5 minutes as incremental
thresholds for idleness in prior works [41, 42], we select 7.5
minutes as the threshold to infer classwork sessions.
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Figure 1: There was no major difference in the total inferred
sessions (n). However, higher thresholds (> 10 minutes) re-
sulted in longer session lengths for outliers. As longer sessions
can impact the estimation of start time, stop time, and stu-
dent session length, we used 7.5 minutes as the threshold.

The total number of classwork sessions inferred using the
7.5-minute threshold is presented in Table 1. We also com-
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puted the size and length of non-classwork and homework
sessions. Notably, the median session size for these sessions
was 1, indicating that students were typically by themselves.

Table 1: Session level information detailing the size and
length of classwork, homework, and non-classwork (during
school hours) sessions.

Session Size Session Length

(N Students) (mins)
Category N Mean Median Mean Median
Non Classwork 485  1.50 1 14.85 13.88
Classwork 641 14.63 15 44.99 46.65
Homework 40 1.35 1 19.18 5.43

4.2.3 Time-Based Measures

Guided by prior research on session-level information in K-
12 settings [77, 23, 24] and insights from broader research
on SRL and diligence (Section 2), we extend prior works by
Dang et al. [23] to analyze student engagement during class-
work sessions. Specifically, we conduct feature engineering
of time-based measures that align with signals teachers com-
monly use to identify diligent time use among students.

Figure 2 illustrates a simplified* view of a classwork session
that informed our feature engineering and identification of
potential session-level signals of student engagement. Fig-
ure 2 (a) indicates the classwork session occurred from 7:32
AM to 8:25 AM. Figure 2 (b) illustrates the student ses-
sion length (active time) for Student 1. Figure 2 (c) tells us
that Student 2 was absent. Additionally, the visualization
also illustrates the delayed start (Figure 2 (d)) and early
stop (Figure 2 (e)) behavior of Student 3. The final list of
measures is listed in Table 2.

The primary set of session-level measures we developed was
delayed start, session length, early stop, and their relative
measures. The raw measures help us understand the gen-
eral patterns in learner behavior, whereas the relative mea-
sure helps us understand their behavior with respect to their
peers. Delayed start and early stop, along with their peer-
normalized relative measures (relative delayed start and rel-
ative early stop), provide insights into students’ ability to
monitor and adjust engagement, reflecting aspects of time-
management, motivation and effort regulation [72, 60]. Ses-
sion time and relative session time emphasize sustained fo-
cus and persistence during learning tasks, often linked to
self-efficacy and task persistence [66].

Additionally, we also incorporated more well-established mea-
sures in total time on task, attendance and student’s time
use ratio to capture aspects of time management and self-
efficacy [60]. Student’s time use ratio is the ratio of a stu-
dent’s total time on task to the total classwork session time
for the class. If a student was highly active during and out-
side of classwork sessions, then this ratio can be greater than
1. Reflecting the student’s additional effort and motivation.

4Figure 2 is a simplified problem-level view. Each problem
contains several transactions to detail the steps taken, the
correctness of attempts, and other additional information.



(a) Class Session Time

(b) Student Session Time

Student 1 Problem 985 Problem 236 Problem 600
(c) Absent
(d) Delayed Start (e) Early Stop
| — | |

Student 3 Problem 985 Problem 990 Problem 300 Problem 745
Student 4 Problem 367 Problem 380 Problem 325
Student 5 Problem 250 Problem 450 Problem 480 Problem 660 | Problem 680
Student 15 Problem 100 Problem 120

T T T T T T T T T T

07:35AM 07:40AM 07:45AM O07:50AM 07:55AM 08:00 AM 08:05AM 08:10AM 08:15AM 08:20 AM 08:25 AM

Figure 2: A problem-level visualization of student engagement during classwork. The (a) class session time represents the overall
duration of the class, while (b) student session time highlights Student 1’s work in Cognitive Tutor. In contrast, Student 2 is (c)
absent from this session. Additionally, we observe that Student 3 exhibited a (d) delayed start, taking longer to begin working,
and (e) stopped earlier than their peers. The class session spans from 7:32 AM to 8:25 AM and has 15 students.

Table 2: The list of time-based measures explored in the study.

Measure Description

delayed start

relative delayed start
session time

relative session time
early stop

relative early stop

idle time (> 2mins)
relative idle time (> 2mins)
total time on task

usage time ratio

relative usage time ratio
attendance

delayed start time during classwork
delayed start time relative to classmates
session length during classwork.

session length relative to classmates
early stop time during classwork

early stop time relative to classmates
student idle time during classwork
student idle time relative to classmates
total student session time
ratio of total student session time to total classwork session time

ratio of total student session time to total classwork session time relative to classmates
attendance across classwork sessions

Finally, idle time and its relative measure help identify pe-
riods of inactivity, offering insights into students’ ability to
maintain focus and manage distractions [72, 4]. As 99%
of transaction duration was less than ~ 1.5 minutes, we
considered student disengagement for > 2 minutes as idle
behavior.

By examining these measures during classwork sessions over
a school year, we aim to develop an understanding of the
students’ long-term diligent time use.

4.2.4 Gaming Tendency

Beyond the time-based measures, we also include the stu-
dents’ gaming tendency, as gaming-the-system has been ex-
tensively studied in EDM and is recognized to be predictive
of both short-term and long-term learning outcomes [20, 56,
65]. We evaluate the predictive performance of our time-
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based measures by comparing them with the students’ ten-
dency to engage in gaming-the-system behavior. We apply
the rule-based gaming-the-system detector (see [55]) to stu-
dent transaction logs to identify instances of gaming.

We then estimate gaming tendencies using a latent model-
ing approach described by [24]. This approach is based on a
latent modeling approach inspired by item response theory
(IRT) that treats gaming tendencies as a stable, trait-like
property while accounting for contextual factors, such as
task formats and prior knowledge [43]. The original model
controlled for process-level variance using problem-type in-
formation; however, due to the unavailability of problem-
type data in our dataset, we used a variation of the model
described by [24]. The modified regression model used for es-
timating gaming tendencies is detailed in Equation 1, where

gaming tendencies are estimated at the student level (%(JS))



(e)

while accounting for class effects (y;”), and controlling for

problem level differences (’y,ip )).

NG

3

(p)

logit(P(gaming = 1)) = 8o + 75 + 7% 1)

+ €ijk

4.3 Analysis Plan

We employ the following approach to explore our research
questions to evaluate the stability, predictive validity, and
cross-system generalizability of session-level time-based mea-
sures. The preprocessing, identification of sessions and im-
plementation of the rule-based gaming detector were con-
ducted in Python. The exploratory and statistical analyses
were performed in R, using Ime4 and gtheory packages.

4.3.1 Stability of Measures (RQ1):

We assessed the stability of time-based measures using Gen-
eralizability Theory (G-Theory)[22, 15, 16], by evaluating
measurement reliability over time. We specified a variance
component model for each measure using Equation 2. The
model uses random intercept to account for individual dif-

(student)

ferences v; while capturing variability across months

MO for each observation Yj;. We computed G-coefficients
(Equation3) to assess the overall reliability, also called gen-
eralizability, of each measure and ¢-coefficients (Equation 4)
to determine their consistency for decision-making applica-
tions.

}/jl — ,60 +f)/](.student) +’Yl(month) + €1

2
O student

G =

2 2
O student + O residual

2
Ostudent

¢= (4)

2 2 2
Ostudent + O residual + ‘Umonthl

Similar to traditional psychometric standards like Cronbach’s
a [21]. Bremnan’s [16] framework associates G-coefficients
above 0.80 with strong reliability, supporting their use in
tracking student engagement over time. In contrast, val-
ues between 0.60 and 0.80 indicate moderate reliability, use-
ful for group-level trends but requiring caution for individ-
ual inferences. Similarly, the ¢-coefficient evaluates decision
consistency, with values above 0.70 commonly used for dis-
tinguishing engagement patterns. A high ¢-coefficients for
time-based measures indicates stable behavioral trends suit-
able for long-term monitoring.

4.3.2  Predictive Validity of Measures (RQ2):

We assess the predictive performance of each measure indi-
vidually by estimating teacher-assigned year-end math scores
while controlling for prior-year math scores.

We follow Raftery’s [61] guidelines for Bayesian Information
Criterion (BIC) to evaluate the model performance: a BIC
difference of 0-2 indicates ‘weak’; 2-6 ‘positive’; 6-10 ‘strong’;
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and > 10 ‘very strong’ evidence in favor of the model with
the smaller BIC.

In the following equations, j represents the student and m
represents the measure.

The baseline model establishes the relationship between the
final math score (Y;) and the prior math score (X}""), as
defined in Equation 5.

Y = Bo+ AL X 4 e (5)
We examine the predictive validity of each time-based mea-
sure (th-bm) listed in Table 2 as well as the students’ gaming
tendency by adding them to the baseline equation individu-
ally, Equation 6.

Y = Bo + BrXP 4 B X P 4 e (6)
Finally, we use Equation 7 to identify the optimal set of
measures (X1, X2 Xtm) to predict the students’ fi-
nal math score using step-wise regression with BIC for both
forward and backward selection. This approach iteratively
adds or removes predictors to optimize model fit. Addition-
ally, we examine the Variance Inflation Factor (VIF) [32] of
the final model to check for potential collinearity.

Y} — BO + BlX;rior + ZﬁmX]t‘bm +e (7)

This approach allows for the identification of the most in-
formative set of measures beyond prior performance.

4.3.3 Cross-System Generalizability of Measures
(RQ3):

Finally, we use dataset 2 to assess the cross-system gen-
eralizability of the session-level time-based measures across
DLPs. Similar to dataset 1, we computed the session-level
measures and implemented the final model from the stepwise
regression analysis, RQ2 (Equation 7), to the student data
from dataset 2. Details on dataset 2 were provided in Sec-
tion 4.1. A strong predictive performance here would attest
to the robustness and generalizability of these time-based
measures.

Stepwise regression can produce biased or unstable models,
particularly when paired with lenient selection criteria or
weakly motivated predictors. As such, we implement two
safeguards in our analysis (RQ2). First, we use BIC—a rel-
atively conservative model selection criterion known for fa-
voring parsimonious models and recovering the true model
structure under appropriate conditions. Second, we exam-
ine the final model using VIF to assess multicollinearity, en-
suring that retained predictors contribute distinct and non-
redundant information. These choices help mitigate com-
mon pitfalls associated with stepwise procedures. To fur-
ther strengthen the validity of the selected features, we as-
sess their cross-system generalizability in a different learning
context (RQ3).



5. RESULTS

As different classes met at different frequencies, we aggre-
gated the data on a monthly basis to ensure consistent com-
parisons across students over time. The descriptive statis-
tics for the monthly time-based measures aggregated across
9 months of the school year are presented in Table 3.

Table 3: Descriptive statistics of the monthly averages ag-
gregated across 9 months. Direct time-based measures are
reported in minutes, and the relative measures are z-scores.

Measure Mean SD  Median
delayed start (mins) 7.71 2.87 7.31
relative delayed start 0.03 0.42 -0.04
session length (mins) 29.34  4.36 30.01
relative session length -0.04 0.41 -0.00
early stop (mins) 9.23 1.90 8.97
relative early stop 0.01 0.28 -0.00
idle time (> 2mins) 4.18 2.08 3.84
relative idle time 0.01 0.36 -0.03
total time on task (mins) 151.81 72.42 161.64
usage time ratio 0.66 0.08 0.66
relative usage time ratio -0.01 0.56 0.09
attendance 4.79 1.78 5.11
gaming tendency 0.09 0.37 0.075

5.1 Stability of Measures (RQ1)

The results of our first research question RQ1 exploring the
reliability of time-based measures are presented in Table 4.

Session-level measures such as delayed start (G = 0.76), ses-
sion length (G = 0.85), and idle time (G = 0.81) exhibited
moderate to high reliability, indicating that these measures
capture stable individual differences. A portion of the un-
explained variance may still be systematic and potentially
influenced by contextual factors such as task difficulty, class-
room environment, holidays, or seasonal change. Provided
these measures exhibit predictive validity (later in RQ2), the
¢-coefficients (¢ = 0.75-0.84) suggest that these measures
can reliably distinguish individuals in observational studies
or classroom interventions.

Table 4:
exhibited

Beside early-stop, most session-level measures,
moderate (60 < G < 80) to strong reliability

(G > 80). Notably, the reliability of most session-level mea-
sures was as good or better than gaming tendency.
Measure G 1o}

delayed start (mins) 0.76 0.75
relative delayed start 0.82 0.82
session length (mins) 0.85 0.84
relative session length 0.81 0.81
early stop (mins) 0.51 0.47
relative early stop 0.55 0.55
idle time (> 2mins) 0.81 0.77
avg relative idle time 0.73 0.73
total time on task (mins) 0.94 0.90
usage time ratio 0.76 0.73
relative time usage ratio 0.76 0.76
attendance 0.93 0.90
gaming tendency 0.76 0.76

Unlike other session-level measures, early stop exhibited much
lower reliability (G = 0.51, ¢ = 0.47), indicating signifi-
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cant variability. This suggests that early stop is sensitive to
transient or situational factors, such as class schedules, task
completion, or teacher instructions. As such, it may have
limited utility for student-level decision-making by itself.

Compared to session-level measures, more established mea-
sures such as total time on task (G = 0.94) and attendance
(G = 0.93) demonstrated very strong reliability, whereas
gaming tendency (G = 0.76) had moderate reliability. The
very strong reliability of total time on task and attendance
indicate that these behaviors remain consistent over time.

Our exploration of the reliability of time-based measures
(RQ1) reveals that session-level measures delayed start and
session length and their relative estimates exhibited moder-
ate to high reliability. In contrast, early stop and its relative
estimate were less reliable. These findings suggest that the
session-level measures (G > 0.80) can be attributed to con-
sistent individual differences across students, making them
suitable for longitudinal analyses.

5.2 Predictive Validity of Measures (RQ2)

Given the reliability of most session-level measures, for RQ2,
we aggregate them across the 9 months at the student level
to examine their predictive validity. We standardize the
final math score (mean = 84.20, SD = 8.03), prior math
scores (mean = 84.27, SD = 10.33), and the measures for
interpretability. As outlined in Subsection 4.3, we use a
combination of BIC and R? for the evaluation.

5.2.1 Individual Predictive Performance

The results comparing the individual predictive utility of
the measures are presented in Table 5. Incorporating cer-
tain session-level measures into the baseline model resulted
in strong performance improvements, i.e., a reduction in BIC
(> 10). Specifically, we observed strong evidence of perfor-
mance improvements for delayed start (BIC = 380, R?
0.51), relative delayed start (BIC = 376, R* = 0.53), rela-
tive session length (BIC = 383, R? = 0.50), idle time (BIC
= 386, R? = 0.49), relative idle time (BIC = 390, R*> =
0.48), and relative time usage ratio (BIC = 382, R* = 0.50).

Table 5: Examining the predictive validity of the session-level
measures. The measures that demonstrated strong evidence
(i.e., reduction of the BIC > 10 [61]) are bolded in the table.

Model 153 R?* BIC
baseline — 0.44 401
baseline + delayed start (mins) -0.23"" 051 380
baseline + relative delayed start -0.25™ 052 376
baseline + session length (mins) 0.13 046 398
baseline + relative session length 0.23™ 050 383
baseline + early stop (mins) 0.04 0.44 406
baseline + relative early stop 0.07 0.44 404
baseline + idle time (> 2mins) 021" 049 386
baseline + relative idle time -0.18™  0.48 390
baseline + total time on task (mins) 0.02  0.44 406
baseline + usage time ratio 0.11" 0.45 400
baseline + relative time usage ratio 022" 050 382
baseline + attendance -0.02 0.44 406
baseline + gaming tendency -0.127  0.46 399

“p <0.05 "p<0.01, " p<0.001



Session length, usage time ratio, and gaming tendency were
also significant predictors of final math scores. However,
the performance improvements to the baseline model were
relatively weak. Finally, despite their very strong reliabil-
ity, total time on task and attendance did not improve the
performance of the baseline model.

5.2.2 Combined Predictive Performance

Next, we use stepwise regression to examine the combined
performance of the individual measures to explore how the
new session-level measures combine with other measures to
enhance the prediction of student learning outcomes.

We observed a strong Pearson’s correlation between: total
time on task and attendance (r = 0.96,p < 0.001), as well as
relative delayed start and delayed start (r = 0.95,p < 0.001).
As such, we only included total time on task and relative
delayed start (measures with lower BIC in Table 5) in the
final analysis to avoid potential multicollinearity.

The results for both forward and backward stepwise regres-
sion are presented in Table 6. The forward stepwise re-
gression model achieved an R? of 0.53 and a BIC of 373.
From the set of available measures forward stepwise regres-
sion included relative delayed start (8 = —0.25,p < 0.001),
and gaming tendency (8 = —0.12,p = 0.005) in the final
model and both measures had a significant negative corre-
lation with final math score.

Similarly, the backward stepwise regression model achieved
an R? of 0.55 and a BIC of 372. From the set of avail-
able measures backward stepwise regression included Rela-
tive delayed start (8 = —0.21,p < 0.001), early stop (8 =
—0.13,p = 0.003), and :idle time (8 = —0.16,p = 0.002)
in the final model and all three measures had a significant
negative correlation with final math score.

Table 6: Combined predictive performance of time-based
measures using BIC-based stepwise regression.

final math score

Predictor B (forward) [ (backward)
Intercept 0.03 0.03
relative delayed start -0.25™" -0.21""
early stop (mins) — -0.13"
idle time (> 2mins) — -0.16™
prior final score 047 0.45™"
gaming tendency -0.12" —

*p<0.05 p<0.01, p<0.001

For RQ2, our exploration of the predictive performance of
individual measures reveals that session-level measures rel-
ative delayed start was the most predictive of student final
math score across all explored measures. Similarly, when ex-
ploring the combined predictive validity of these measures,
relative delayed start was selected in the best-performing
models for both forward and backward stepwise regression.

5.3 Cross-System Generalizability of Measures

(RQ3)
For RQ3, we assess the generalizability of session-level time-
based measures in a new context and learning environment.

We use session-level measures from i-Ready data to predict
student performance on a standardized state test.

Compared to Cognitive Tutor, i-Ready had a higher average
transaction duration of 1.87 minutes (SD = 41.98 seconds).
As such, we set the threshold for idle time to > 3.94 minutes
(mean+3+SD). Additionally, we exclude gaming tendency
due to the lack of an equivalent measure in i-Ready.

The time-based measures of students using i-Ready exhib-
ited skewed distributions: early stop (M = 4.20, SD =
4.62) and idle time (M = 5.40, SD = 4.12). Using the
Fisher-Pearson standardized moment coefficient, idle time
(g1 = 1.40) showed moderate right skew, while early stop
was highly skewed (g1 = 3.05). To correct for skewness, we
applied a square root transformation to idle time and a log
transformation to early stop, reducing their skewness from
1.40 to 0.30 and 3.05 to 0.30, respectively.

The results examining the generalizability of the stepwise
regression models from RQ2 for students using i-Ready are
reported in Table 7. The replicated forward regression model
achieved a BIC of 1526 and an R? of 0.52. Relative delayed
start (8 = —0.13,p < 0.001) had a significant negative cor-
relation with student performance on the state test.

Similarly, the replicated backward regression model had a
BIC of 1530 and an R? of 0.53. Relative delayed start (8 =
—0.12,p < 0.001) remained significantly negatively corre-
lated with student performance. However, neither early stop
(B = 0.04,p = 0.19) nor idle time (8 = —0.03,p = 0.30)
showed a significant relationship with student performance
on the state test.

Table 7: Combined predictive performance of time-based
measures using BIC-based stepwise regression in i-Ready
data.

state test score

Predictor B (forward) B (backward)
Intercept 0.00 0.00
relative delayed start -0.13™ -0.12"
early stop (transformed) — 0.04
idle time (transformed) — -0.03
prior state test score 0.67 0.67™

“p <0.05, "p<0.01l, " p<0.001

For RQ3, our exploration of the cross-system generalizability
of session-level measures demonstrates that relative delayed
start remains a robust predictor of student performance on
standardized state tests.

6. DISCUSSION

A core objective of EDM and Learning Analytics is to de-
velop system-general measures that reliably capture learning
behaviors across diverse learning environments. This study
takes a step towards this broader goal by evaluating the pre-
dictive validity and generalizability of naturally embedded
session-level engagement measures that provide insights into
how student regulate their behavior.



6.1 Findings
6.1.1 Surprisingly Strong Predictive Performance of

Session-Level Measures

We evaluate the temporal stability (RQ1) of session-level
measures using G-Theory [22, 16]. The results indicate that
session-level time-based measures capture stable aspects of
student behavior—many exhibiting reliability comparable to
or exceeding that of gaming tendency (G = 0.76,¢ = 0.76).
While session-level measures showed lower reliability than
global measures such as total time on task (G = 0.94,¢ =
0.90) and attendance (G = 0.93,¢ = 0.90), all measures,
except for early stop (G = 0.51,¢ = 0.47) and relative early
stop (G = 0.55,¢ = 0.55), exhibited moderate to strong
reliability (G > 0.70, ¢ = 0.70).

Next, given their reliability, we evaluate the predictive valid-
ity (RQ2) of individual session-level measures in predicting
student learning outcomes. Specifically, delayed start, rela-
tive delayed start, and relative session length outperformed
more well-established measures such as time on task, atten-
dance, and gaming by demonstrating stronger improvements
to the performance of the baseline model (Table 5).

Taken together, the stability (RQ1) and predictive validity
(RQ2) of individual session-level measures (Table 5) provide
valuable insight into student engagement. For example, on
average, the classwork session lasted for 45 minutes (Ta-
ble 1) with students delayed starting by approximately 8
minutes and spending about 29 minutes actively working on
their math (Table 3: session length). So even when the stu-
dent delayed starting their work, they had enough time to
make up for their delayed start. Yet delayed start was still
a stronger predictor of learning outcomes than time on task
and individual session length. This indicates that delayed
start captures aspects of learner behavior that go beyond
time, i.e., students who start early (low delayed start) tend
to be more engaged, manage time more effectively, and ul-
timately achieve better learning outcomes.

The combined predictive validity analysis (RQ2: Table 6)
illustrates how effectively session-level measures can be in-
corporated with process-level measures (e.g., gaming ten-
dency) to enhance the prediction of student learning out-
comes. When predicting learning outcomes (Table 6), we
find standardized relative delayed start (8 = —0.25) to be
twice as predictive as standardized gaming tendency (8 =
—0.12) and approximately half as predictive as standard-
ized prior final grade (8 = 0.47). Our findings regarding
the cross-system generalizability (RQ3) of these session-level
measures further reinforce the robustness and utility value
of relative delayed start and early stop in predicting stu-
dent learning outcomes. This is particularly notable given
that the rule-based gaming detector requires some effort to
be implemented in new systems and is currently limited to
two systems, MATHia [62] (formerly Cognitive Tutor) and
ASSISTments [39].

6.1.2 Contextual Sensitivity: A More Meaningful

Set of Indicators Than Time on Task
Beyond their predictive performance, results from RQ1 and
RQ2 reveal a trade-off between reliability and sensitivity to
change for certain session-level measures. Although their
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reliability (G > 0.75) is lower than time on task (G = 94),
session-level measures (i.e., delayed start, session length) sig-
nificantly outperformed time on task in predicting learn-
ing outcomes. This suggests that session-level measures are
more sensitive to contextual factors that influence learning.
As such, delayed start may serve as a stronger standalone
outcome or a complementary measure for identifying differ-
ential intervention effects in studies using increased time on
task [52] as an outcome.

6.1.3 Reliability Comparable to Psychometric

Measures

To contextualize the reliability and predictive validity of
session-level measures more broadly, psychometric measures
such as the Big Five personality traits typically achieve G-
coefficients between 0.80 and 0.90 and ¢-coefficients between
0.75 and 0.85 [3]. The Big Five personality traits are ex-
tensively validated against academic outcomes [58] and are
generally considered stable over time [19], making them a
suitable reference for evaluating the reliability of our session-
level measures. Among The Big Five, conscientiousness
demonstrates the strongest predictive validity for academic
achievement [27]. When comparing the G and ¢ coefficients
of relative delayed start with conscientiousness, from Arter-
berry et al. [3], we find the G-coefficient of relative delayed
start at 0.82 closely matches conscientiousness at 0.84 and
the ¢-coefficient at 0.82 exceeds conscientiousness at 0.73.
This finding is both surprising and encouraging and high-
lights how consistent students are in terms of delaying to
start work with respect to their peers, with those start-
ing early benefiting the most from this behavior in the long
run (based on our findings form RQ2 and RQ3). Our find-
ings align with prior works reporting procrastination differ-
ences between students to be generally stable and highly
correlated with other personality traits related to academic
achievement (i.e., conscientiousness) [47].

Finally, it is worth reiterating that the predictive validity of
session-level measures was demonstrated across two different
DLPs and two distinct outcome measures. Teacher-assigned
final grades with Cognitive Tutor data (RQ1 and RQ2) re-
flect a more comprehensive evaluation of student effort, par-
ticipation, and coursework. In contrast, standardized state
test scores with i-Ready data (RQ3) provide a more uniform
assessment of student proficiency. The fact that session-level
measures predict both underscores their broad relevance.

6.2 Broader Implications in EDM

6.2.1 Classwork Sessions and Student Engagement

Developing reliable strategies to infer learning sessions has
been a persistent challenge in EDM, with session bound-
aries often characterized as a “black box” due to the dif-
ficulty of distinguishing when sessions begin and end [46].
However, our analysis across two learning platforms sug-
gests that classwork sessions in K-12 settings tend to follow
a structured and predictable engagement pattern (Figure 1).

As demonstrated in Section 4.2.2, classwork sessions in K-12
settings follow clearer expectations for learner engagement
than those in higher education, where students work inde-
pendently or use learning platforms for homework—resulting
in more fluid session boundaries [35, 31, 48, 45]. This struc-



tured engagement in K-12 classrooms allows for a straight-
forward yet effective way to define session boundaries, mak-
ing it possible to develop a scalable session inference method
across different learning environments. Our approach (Al-
gorithm 1) is deliberately simple, requiring minimal cali-
bration while remaining highly adaptable across platforms.
Specifically, the algorithm can be applied to any system that
logs student engagement data—a feature common to virtu-
ally all learning platforms, including MATHia [63], ASSIST-
ments [39], Graspable Maths [71], and IXL [2]. By providing
an easy-to-implement yet powerful session inference method,
this approach aims to open new avenues for investigating be-
havioral dynamics and their long-term influence on learning.

6.2.2 Toward Scalable and Generalizable Measures
As highlighted in Baker’s Challenges for the Future of Learn-
ing Analytics and EDM [6], developing detectors that cap-
ture learning behaviors that are both generalizable and pre-
dictive of learning outcomes is a key focus in EDM. Prior re-
search has applied knowledge- and feature-engineering meth-
ods to detect learner behaviors such as gaming [55], and ef-
fort [38, 67]. Our work continues this line of research by
leveraging feature-engineered methods to develop measures
that offer more nuanced insights into student engagement
and learning. This simple approach (Algorithm 1) for dy-
namically inferring classwork sessions creates new opportu-
nities in EDM for studying session-level differences within
and across students. These session-level measures present
new opportunities to refine predictive models for affect [14,
13, 29], behavior [5, 18, 51, 8] and learning [56]. Further-
more, these measures provide a more context-aware repre-
sentation of student engagement and behavior while being
intuitive, interpretable, and aligned with classroom norms
and teacher expectations, a central focus of EDM.

7. LIMITATIONS

Although the current Algorithm 1 is promising, it remains
sensitive to outliers. A single student who continues working
beyond typical class times can skew session-level measures,
especially when most of the class has stopped. Incorpo-
rating additional information—such as the density of active
students relative to session attendees—could improve the al-
gorithm’s precision. This improvement in session end-time
inference would also help us potentially identify new groups
of students who work beyond the bell schedule or their peers.
Similar to early starters (low delayed start), persistent en-
gagement beyond their peers could also reveal valuable in-
sights into learner motivation and goal orientation [36]. For
instance, are these students desperate to catch up? Do they
enjoy doing math? Or are they working ahead?

Session-level time-based measures offer valuable insights into
student engagement and provide opportunities for future
research. While behaviors such as delayed start, session
length, and early stopping likely reflect self-regulatory (e.g.,
goal-setting, strategic planning) and motivational (e.g., dili-
gence, persistence) factors, further investigation is needed
to understand how these constructs manifest in session-level
data. For instance, a high delayed start may indicate pro-
crastination [11], low self-efficacy [73, 75], or poor time man-
agement [57, 76]. Likewise, performance-avoidance tenden-
cies may delay student engagement to avoid failure [50, 36],
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whereas students with mastery goals may start earlier to
optimize learning opportunities [28].

8. FUTURE RESEARCH

To further strengthen the validity of session-level measures,
future research should examine their construct validity by
exploring their relationship with survey-based measures of
motivational and self-regulatory constructs such as SRL [60],
diligence [34], and conscientiousness [44]. Dang et al.[23]
found that time on task influences diligence; next, research
should explore how session-level behaviors shape time on
task and, in turn, productive engagement. Incorporating
classroom observations[53], teacher insights [42], and fre-
quent student polling using survey measures as prompts [9]
can further contextualize these behaviors. Integrating session-
level measures into EDM and Learning Analytics frame-
works can enhance understanding of underlying student be-
haviors such as motivation [76] and goal setting [28, 50].
Additionally, these insights can inform the development of
teaching augmentation tools and dashboards [40, 1], where
the real benefit lies in how closely these measures align with
teacher expectations—such as the intuitive heuristics educa-
tors use to distinguish diligent students, particularly those
who start early versus those who delay or sustain engage-
ment for longer (session length) versus those who stop early.

Another promising direction is incorporating session-level
information into affect and behavioral modeling, particu-
larly in settings where learning platform usage is heavily
classwork-based. As generalizability remains a key chal-
lenge in EDM [6], session-level measures offer a new perspec-
tive on engagement dynamics within structured classroom
environments. For example, session-level measures could
help contextualize aspects of student affect dynamics [29,
14]. Students who consistently delay starting work and stop
early may experience heightened frustration while working
on problems, or their behavior may reflect a lack of interest
in the subject, perceiving it as boring. By situating learn-
ing behaviors within the structured constraints of classroom
sessions, these measures can provide deeper insights into
session-level measures and help explain student affinity to
transition from one affective state to the next. We present
affective modeling as one potential application. However,
session-level measures have a broader potential to contribute
to user modeling in various learning environments.

Finally, improving the precision of session boundary detec-
tion remains an important area for future work. While our
current approach (Algorithm 1) infers sessions from log data,
further validation is needed to assess its performance. Incor-
porating known bell schedules, when available, could anchor
session boundaries to classroom norms and provide a more
structured baseline for comparison. For instance, if a subset
of highly motivated students routinely start early or stay
beyond class hours, students who begin and end work on
time may be incorrectly labeled as delayed starters or early
stoppers. Beyond these misclassifications, the motivational
significance of the highly motivated students also goes unde-
tected. Comparing the algorithm’s performance against ac-
tual classroom schedules would help refine the algorithm’s
performance. This, in turn, could help distinguish mean-
ingful behavioral patterns from systemic factors, ultimately
enhancing the insights provided by session-level measures.



9. CONCLUSION

Our examination of session-level measures of student prac-
tice in math software shows that these measures are surpris-
ingly reliable and valid for predicting learning outcomes. No-
tably, relative delayed start emerged as the strongest session-
level predictor—twice as predictive as gaming-the-system be-
havior and half as predictive as prior performance. Fur-
thermore, delayed start, relative delayed start and relative
session length were predictive beyond total time on task.
Session-level measures also demonstrated cross-system gen-
eralizability, transferring effectively between platforms (Cog-
nitive Tutor to i-Ready) and across different learning out-
comes (teacher-assigned final grades to standardized state
tests). We attribute the cross-system generalizability and
predictive validity of these measures to their temporal sta-
bility, suggesting they capture stable and meaningful dif-
ferences in student behavior. These session-level measures
also offer a naturally embedded complement to survey-based
engagement metrics, which rely on self-reporting and may
not always reflect actual learning behaviors. Unlike surveys,
they capture what students do rather than what they say,
leveraging existing log data without additional instrumenta-
tion or disruption to instruction. By providing scalable, be-
haviorally grounded indicators of engagement, session-level
measures offer a valuable tool for understanding self-regulated
student learning.

In EDM, gaming the system is among the few detectors with
a well-established track record of cross-system generalizabil-
ity and predictive validity. This study adds to the set of
generalizable detectors by introducing a new class of session-
level measures, which are system-agnostic and broadly ap-
plicable across diverse learning platforms. More broadly,
these findings demonstrate the potential of EDM methods
in extending preexisting session-level measures and estab-
lishing reliable indicators of student academic performance.
Furthermore, these measures have the potential to further
our understanding of learner behavior by providing valuable
insight into aspects of student motivation, effort, and self-
regulation.
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