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ABSTRACT

Knowledge Tracing models have been used to predict and
understand student learning processes for over two decades,
spanning multiple generations of student learners who have
different relationships with the technologies used to provide
them instruction and practice. Given that student experi-
ences of education have changed dramatically in that time
span, can we assume that the student learning process mod-
eled by KT is stable over time? We investigate the robust-
ness of four different KT models over five school years and
find evidence of significant model decline that is more pro-
nounced in the more sophisticated models. We then propose
multiple avenues of future work to better predict and under-
stand this phenomenon. In addition, to foster more longitu-
dinal testing of novel KT architectures, we will be releasing
student interaction data spanning those five years.
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1. INTRODUCTION

Since their introduction by Corbett and Anderson in 1994
(3], Knowledge Tracing (KT) models have been used in intel-
ligent tutoring systems and online learning platforms (OLPs)
to track student knowledge levels and predict future perfor-
mance. As the use of student modeling techniques like KT
becomes ever more ubiquitous, it is necessary to revisit the
assumptions that guide our practice. We assume that data
collected from different learners represents the same under-
lying learning process. We assume that the ways in which
students learn that are measurable by scientists and prac-
titioners remain consistent. Given the maturation of edu-
cational data mining (EDM) as a field and the availability
of learner data spanning generations of learners, perhaps it
is now possible to verify that our assumptions are correct,
or at least to identify the circumstances where they are safe
assumptions to make.
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The educational best-practices of 20 years ago are obviously
not the educational best-practices of the modern day. Edu-
cational policy has shifted towards meticulous measurement
of student progress [6], identifying failing schools [14], and
standardizing subject curricula to better facilitate rigorous
measurement [20]. Simultaneously, OLPs rose in popular-
ity, automating student practice and proliferating student
engagement data [21, 7]. These educational platforms have
also matured since their creation, and every pedagogical and
cosmetic change to these platforms could impact the way
students interact with these platforms. Even ignoring edu-
cational policy changes, students are individuals in a large
and changing world, and world events which change how
humans relate to one another impact students as much as
anyone else. In a particularly extreme example, an entire
generation of students experienced learning losses due to the
COVID-19 pandemic [5]. In a changing world, how can we
be sure our modeling techniques are still valid?

In this paper, we pose the following research questions about
the stability and validity of KT models as they age:

RQ1. Does the complexity of a KT model impact its suscep-
tibility to concept drift?

RQ2. Is it possible to detect when concept drift is happening
from the data itself?

RQ3. Can we use explainable Al techniques to explain why
our KT models lose accuracy?

This work discusses our attempts to create a dataset able
to answer these research questions. We borrow from Data
Mining literature the concept of dataset shift, and discuss
its applicability to OLPs. We then describe our data collec-
tion methods, taking steps to ensure that our datasets con-
tain similar exercise banks and Knowledge Concepts. Next,
we propose a methodology for evaluating KT models both
within their temporal context and across student popula-
tions using the data we have collected. We then apply this
methodology to four well-studied KT models and examine
how each model performs outside of its temporal context.
Finally, we discuss the results of this initial study, and pro-
pose future research directions to answer research questions
2-4.

2. BACKGROUND
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In this section, we introduce and discuss literature relevant
to our investigation of KT model robustness. First, we in-
troduce KT as a specific machine learning task (Section 2.1).
Next, we discuss frameworks for analyzing the drift of soft-
ware systems from their original contexts (Section 2.2). Fi-
nally, we discuss relevant prior work investigating the gen-
eralization of KT models (Section 2.3).

2.1 Knowledge Tracing

Long established in EDM literature, KT is defined as a
many-to-many time series binary classification problem at-
tempting to predict the correctness of future student re-
sponses based on prior performance. Numerous machine
learning architectures have been applied to this task, includ-
ing Factorization Machines [23] and psychometric models
like Item Response Theory [25]. Shen et al. [22] provides a
comprehensive survey of historical and contemporary meth-
ods. In this work, we will be replicating four well-studied
KT models: Bayesian Knowledge Tracing [3], Performance
Factors Analysis [17], Deep Knowledge Tracing [19], and
Self-Attentive Knowledge Tracing [15].

2.2 Distributional Shifts

Broadly speaking, for a given supervised learning problem
with training set X and labels Y, we are interested in mod-
eling the joint probability distribution:

P(X,Y) = P(Y|X)P(X) = P(X|Y)P(Y)

Changes in this joint distribution can be categorized based
on the part of this distribution that changes [9]:

1. Covariate Shift, a change P(X) while P(Y|X) remains
the same.

2. Label Shift, a change in P(Y) while P(X|Y') remains
the same.

3. Concept Drift, a change in P(Y|X) while P(X) re-
mains the same.

Concept drift is perhaps the most difficult of these three
shifts to adapt to, since a supervised learning model explic-
itly attempts to estimate P(Y|X). Prior works have created
methods to detect [10], explain [24], and adapt to [13] con-
cept drift. More recently, researchers have investigated how
concept drift can impact common EDM and learning ana-
lytics models. Levin et al. [12] explores how concept drift
affects a variety of gaming detectors, finding that contem-
porary gaming detectors had more trouble generalizing to
newer data than classic decision tree based methods, while
Deho et al. [4] found that concept drift in LA models is
linked to algorithmic bias. These works highlight two dis-
tinct ways of attempting to quantify concept drift: through
longitudinal model evaluation and through the application
of concept drift detectors to log data.

2.3 Prior Exploration of KT Generalizability
Covariate Shift, Label Shift, and Concept Drift all have the
potential to decrease the performance of KT models. Co-
variate and/or label shift could be introduced by an influx
of new students, or a new curriculum being added to an
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OLP. Since KT models explicitly try to model the acquisi-
tion of knowledge, identifying when a model is susceptible
to concept drift simultaneously raises questions about the
underlying learning process.

This paper is not the first published work investigating the
impact of changing student populations on knowledge trac-
ing models. Lee et al. [11] investigated the stability of BKT
model predictions over time and found that, while BKT is
generally stable year-over-year, large, sudden shifts in stu-
dent populations can have deleterious effects on model ro-
bustness. We wish to replicate and extend these findings by
investigating the performance of other well-known KT mod-
els, including BKT, when applied to student interaction data
spanning a longer time frame.

3. PRELIMINARY WORK

3.1 Data Collection & Preparation

Data for this study was collected using the ASSISTments
OLP [7], spanning the five academic years between 2019-2020
and 2023-2024. Data not suitable for conducting Knowledge
Tracing was filtered out, consisting of all data collected in
the months of June, July, and August, as well as problem
logs for non-computer-gradable questions, and all problem
logs from problem set assigned fewer than 100 times total
during the five academic years of interest. Summer stu-
dent populations often differ greatly to the population of
students using an OLP during the school year, while non-
computer-gradable problems are incompatible with standard
KT models, and removing low-use problem sets from the
data lowers the likelihood of models differing solely due to
out-of-vocabulary KCs and exercises. The relative size of
each year’s data is worthy of note. Different years have great
differences in the number of available logs, with the largest
year having over twenty-one times the amount of total prob-
lem logs. Since the amount of available training data has a
large impact on model fitness, this disparity in dataset sizes
presents an issue.

To mitigate the impact of our dataset sizes, rather than
using all available data for each year, we draw random sam-
ples from each available academic year. Randomly sam-
pling user/ezercise interactions would isolate those rows
from their surrounding context, while sampling per user
reintroduces concerns over differences in training set sizes,
as the total number of exercises completed per user varies
widely. Instead, we randomly sample 50,000 assignment
logs, which are instances of a single student completing an
assigned problem set. This allows us to draw samples of
consistent size, since problem set length is more consistent,
while collecting coherent sequences of student/exercise in-
teractions in their full context. Our final dataset consists of
ten such samples! per academic year, with samples contain-
ing 50,000 assignment logs each?.

3.2 Study Design

In order to effectively investigate the susceptibility of KT
models to concept drift, we need to establish baseline perfor-

In this paper, “sample” refers specifically to one of these
random samples of 50,000 student/assignment interactions,
not individal examples of model inputs & outputs.

2These samples are available here



mance for each model on each target year and somehow eval-
uate models in a cross-year context. To measure within-year
performance, we conducted a ten-fold cross validation, train-
ing one model per sample and evaluating it on the other nine
samples®. To investigate model performance across years,
for each sample of a target year, we trained a model on the
full sample and evaluated the fit model on one sample from
all subsequent years. While it’s clearly possible to evaluate a
model using data gathered before the training year, doing so
is more of an analytical tool, as in real systems possibly af-
fected by concept drift, model accuracy decreases due to the
introduction of later data. Thus, we only evaluate models
using data from their training year or later. Additionally,
to explicitly investigate the effect of overparameterization
on model performance over time, two different versions of
SAKT were evaluated: one using KCs as model input and
one using exercises directly.

3.3 Model Implementations

Each model was implemented in Python 3.12%, with the fol-
lowing differences. BKT was implemented with the forget-
ting parameter enabled via the hmmlearn package. After fit-
ting models for each available KC in the training set, learned
parameters were averaged to make a "best guess” KT model
in the case of evaluating KCs that were not present in the
training set. PFA was implemented using scikit-learn [18],
fitting separate covariates for wins and fails for each KC,
along with a KC level intercept and parameters for KCs
not present in the training set. Both SAKT and DKT were
implemented in pytorch [16] and trained on NVIDIA A100
GPUs.

3.4 Results
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Figure 1: Mean AUC measurements vs. training data age.
Error bars represent a 95% CI for given training data age.

Model evaluation results can be found in figure 1 which
shows the AUC of each model compared to the years since
the model was trained organized by model. Every model
tested by our method had decreasing AUC over time, with

3Rather than doing a classic 90/10 train-test split for cross-
validation, we opt to train on one sample and evaluate on
the other nine to make sure all models are trained on roughly
the same amount of data

4These implementations, along with analysis code, are avail-
able here

SAKT-KC
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BKT having the most stable performance over time, and
SAKT exhibiting the steepest decline in performance. In
particular, SAKT-E experienced a very sharp decline just
one year post-training, then steadily declines at a similar
rate to SAKT-KC.

4. FUTURE DIRECTIONS

Our current work establishes that KT models are susceptible
to concept drift, and that more complex models experience
a more severe degradation of performance. Our current ap-
proach is limited in that we can only demonstrate the pres-
ence of concept drift after training KT models. This is a
rather indirect way of measuring concept drift, and it pro-
vides little to no insight into the mechanism behind the drift
we observe.

RQ2: Drift Detection. Multiple techniques exist to pre-
dict the presence of concept drift directly from data distri-
butions [2]. Adapting these drift detectors to our longitu-
dinal KT dataset and examining the relationship between
samples with and without predicted drift may provide some
insight into what specifically causes the drift we observe in
educational data

RQ3: Model Analysis. While complex machine learning
models are often treated as black boxes, the field of explain-
able AT has arisen in recent years to explain model decisions
in human terms [8]. More specifically, the attention weights
of self-attention models provide a rich source of information
about a model’s decision process [1]. Applying these tech-
niques to SAKT models could allow us to understand the
specific mechanisms of model degradation they experience
while also illuminating differences in the learning process
between different cohorts of students.

With these future works, we aim to contribute to the use
of machine learning to understand knowledge acquisition.
While novel KT architectures are being proposed regularly,
there is much more to understand about the contextual dif-
ferences between student populations and the way these dif-
ferences are reflected in trained KT models. With the public
release of our longitudinal dataset, we will allow other re-
searchers to subject their proposed models to the unique
stresses posed by time in a way that was previously infeasi-
ble.
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