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ABSTRACT

The General Data Protection Regulation (GDPR) in the Eu-
ropean Union contains directions on how user data may be
collected, stored, and when it must be deleted. As similar
legislation is developed around the globe, there is the poten-
tial for repercussions across multiple fields of research, in-
cluding educational data mining (EDM). Over the past two
decades, the EDM community has taken consistent steps to
protect learner privacy within our research, whilst pursuing
goals that will benefit their learning. However, recent pri-
vacy legislation may cause our practices to need to change.
The right to be forgotten states that users have the right to
request that all their data (including deidentified data gen-
erated by them) be removed. In this paper, we discuss the
potential challenges of this legislation for EDM research, in-
cluding impacts on Open Science practices, data modeling,
and data sharing. We also consider changes to EDM best
practices that may aid compliance with this new legislation.
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1. INTRODUCTION

Data from learners is a critical component of Educational
Data Mining (EDM). This data can include demographic
information, performance data, and interactions with edu-
cational resources such as games, intelligent tutoring sys-
tems, and online learning platforms. This data is essential
for core goals within EDM research, including contributing
to learning theory [5], informing learning interventions [48],
creating dynamic and personalized learning technology |30,
and informing education policy [3]. The collection and use
of learner data raises a number of ethical and legal concerns,
including privacy and data security. However, with proper
safeguards in place, such data can have significant bene-
fits for both students and educators. By providing valuable
insights into student learning, EDM can support the devel-
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opment of more effective educational practices and policies,
and ultimately improve student outcomes.

The data that facilitates EDM research can often include
personal identifying information (PII) and other protected
information. As such, there has been increased attention to
privacy protection in recent years. De-identification (remov-
ing or obscuring PII from data) has become a standard prac-
tice for data sharing. Similarly, researchers have used secure
platforms to store and share data that leverage access con-
trols, encryption, and other security measures to safeguard
the data. Furthermore, there are also research methods
such as Differential Privacy |13} [19], which aims to provide
privacy-preserving data analysis by adding noise to the data
to mask any information about individuals while preserving
the overall trends and patterns. There has been consider-
able research attention to finding the balance between data
privacy and having the data required to drive meaningful in-
sights [32, 51] and creating environments where data can be
analyzed in its entirety, without being directly shared [29].

Outside of the EDM community, data privacy concerns are
also rising. School districts and public advocates have ex-
pressed concerns about the increasing amount of education
data becoming available at scale (either for commercial or
research use) [42,|58|. Klose et al. [34] note that educational
repositories have the potential to contribute to identity theft
if hacked, and have shared potential solutions to facilitate
the storing of educational data. The Student Data Privacy
Consortium, meanwhile, has created a template data agree-
ment between educators and researchers. This template re-
quires that any sharing of a dataset (including deidentified
data) must be agreed upon by the local education authority
on each occasion |57} 59]. Such measures will undoubtedly
protect learners, but are onerous to the point that they will
likely limit how much data is actually shared, subsequently
limiting the potential for research to benefit students.

More broadly speaking, legislators are also considering the
issue of user data and are passing laws that govern how it
can be collected, used, and shared. In the United States,
the Family Educational Rights and Privacy Act (FERPA)
has governed many aspects of educational data since 1974,
however, it is more general data privacy laws that may have
the most impact on research today. The General Data Pro-
tection Regulation (GDPR) in the European Union and the
Children’s Online Privacy Protection Act (COPPA) in the
United States each try to protect users and give them more
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control over their data when interacting online. Local gov-
ernments have also taken steps to legislate around how data
might be used, for example, the Colorado Privacy Act and
the California Consumer Privacy Act (CCPA) also both con-
tain guidelines on user data, both with regard to storage and
sharing. With this trend of increased legal guidance around
user data, we must consider how legislation might impact
research practice, and how to adjust our research practices
accordingly.

One such aspect of legislation that may impact EDM re-
search, and the focus of this paper, is the right to erasure
- more commonly called the right to be forgotten. This
right, included in GDPR, with variations in other legislation,
states that a user may request that their data be removed.
Given the high volume of learner data that is central to
EDM research, this has the potential to impact our research
practices. For example, Such removal of data could impact
if a scientific result replicates, or create a ripple effect with
those with whom the data has been shared. In the remain-
der of this paper, we present some of the primary challenges
the right to be forgotten may impose upon EDM research so
that we may be proactive in addressing and understanding
the implications of these laws.

2. BACKGROUND

2.1 Privacy Legislation and the Right to be

Forgotten

On May 25, 2018, the European Union (EU) implemented
the General Data Protection Regulation (GDPR), a com-
prehensive data protection law. It seeks to unify data pro-
tection laws across the EU and replaced the 1995 EU Data
Protection Directive. In addition, it gives EU citizens more
control over their personal data [62]. Regardless of whether
an organization is based in the EU, it must comply with
the GDPR if it processes the personal data of EU citizens
[16]. The right to erasure, also known as the right to be
forgotten,” (RTBF) is one of the GDPR’s most significant
provisions, relative to previous legislation. When specific
requirements are met, EU citizens have the right to request
that their personal data be erased under the RTBF [53] |64].
This may occur when a person withdraws their consent to
processing their data, for instance, or when the personal
data is no longer required for the purpose for which it was
collected.

This legislation gives users more control over how their per-
sonal information is shared and formalizes an issue that had
already been discussed in the courts. In the 2014 case of
Google Spain vs. Agencia Espanola de Proteccién de Datos
(AEPD) and Mario Costeja Gonzélez, the European Court
of Justice determined that a person has the right to ask for
the removal of links to personal information from a search
engine if the information is unreliable, insufficient, irrele-
vant, or excessive for the data processing. Furthermore, the
court ruled that the data controller (in this case, Google
Spain) was required to take reasonable steps to notify third-
party controllers (any other organization with which the
data was shared) of the individual’s request. Due to this
decision, Google established a procedure for people to sub-
mit RTBF requests known as the "right to be forgotten”
form [18]. However, the ruling was not absolute. It could be

superseded by other rights and interests, such as the right to
information and freedom of expression. With the passing of
GDPR, there are still elements of ambiguity of supersedence,
for example, if the processing of the data is required to carry
out a task in the public interest or the exercise of official au-
thority vested in the controller 8, |36].

Similarly worded legislation has been enacted outside the
EU, including in the US, Canada, and Asia. For exam-
ple, the California Consumer Privacy Act (CCPA) was en-
acted in the US on January 1, 2020. It grants residents of
California certain rights regarding their personal data, in-
cluding the right to ask for the deletion of personal data
held by a company (though with less severe penalties than
GDPR) |26} [1]. The Personal Information Protection and
Electronic Documents Act (PIPEDA) in Canada governs
the private sector’s gathering, use, and disclosure of personal
information. It does not explicitly address the right to be
forgotten. However, according to the Office of the Privacy
Commissioner of Canada in 2019, the Act grants individu-
als the right to access and amend their personal information
and the freedom to revoke their consent to its collection, use,
or disclosure [50, [37].

Comparably, Singapore’s Personal Data Protection Act 2012
(PDPA) governs how businesses collect, use, and disclose in-
dividuals’ personal information [63,|11]. It grants people the
right to withdraw their consent for the collection, use, or dis-
closure of personal information and access and correct their
personal data. Additionally, organizations must delete per-
sonal data under section 26 of the act when it is no longer
required for the purpose for which it was collected. The
common theme across each of these laws is that they pro-
vide people more control over their data and the ability to
ask for the deletion of data that is no longer relevant or
necessary. The GDPR has established a high bar for data
protection in the EU. However, with varying levels of legisla-
tion across the world, remaining in compliance with each of
the varying laws can be challenging (especially if a dataset
contains users from multiple locations). This can be espe-
cially challenging for researchers striving to share data and
provide transparency regarding their scientific methods.

2.2 Replicability Crisis

Replication (in this context) refers to the verification of a
scientific study’s finding through reproduction, either from
the same data, or new data following the same design. The
purpose of this process is to better understand the reliabil-
ity, validity, and merit of a study’s findings [15]. A study is
deemed reproducible if a research team is able to obtain its
original results through the execution of its original method
on the original or a comparable dataset [22]. “Reproducibil-
ity is a minimum necessary condition for a finding to be
believable and informative” [6].

Despite this importance, replication studies remain some-
what rare in education research and in data research more
broadly. In a study conducted on 400 previously published
works from leading artificial intelligence venues, none of the
papers analyzed reported all details necessary to fully repli-
cate their work [24]. In a study conducted on 30 published
works on text mining, for example, only one of the studies
provided source code to replicate their findings [46]. The re-



port cited lack of access to data, computation capacity, and
implementation methods as primary barriers to replication.

The lack of replication leads to a surprisingly large propor-
tion of spurious results being widely reported, as reported
by the Open Science Collaboration [47]. In their report, the
OSC, an open collaboration of scientists that seeks to im-
prove scientific values and practices, replicated a hundred
studies from three top psychology journals. Their study
found that 64% of the replications conducted failed to obtain
statistically significant results. These findings highlight the
importance of replication research and the need to validate
published findings. As such, a growing body of research has
begun advocating for researchers to take more active steps
to facilitate replication through Open Science practices.

2.3 Open Science and Open Data

Recent years have seen increasing movements developing in
favor of Open Science and Open Data. The Open Science
movement involves a variety of initiatives and values aimed
at making scientific research more accessible, more trans-
parent, and more reproducible and replicable. Open Science
incorporates a number of different elements, including open
(public) access to scientific publications, the use of open-
source software, and (of particular relevance to this article)
Open Data. Though ideas around Open Science have been
around for a considerable time |12], the contemporary Open
Science movement arguably dates to the Budapest Open Ac-
cess Initiative |10], which called for open archives and open
access journals. So too, scientific data has been shared pub-
licly for a considerable time [43|, accelerating with the ad-
vent of the public Internet/World Wide Web [25]. However,
a large proportion of scientific data remains inaccessible to
other scientific researchers [60], much less the general public.

Within education specifically, the amount of data available
openly expanded considerably in the first decade of the 21st
century, with repositories such as TalkBank [41] and the
Pittsburgh Science of Learning Center DataShop [35]. In
recent years, many learning platforms have made their data
sets public, and the International Educational Data Mining
Society has inaugurated a prize for each year’s best pub-
licly available data set. Indeed, this year’s conference (2023)
includes Open science badges to encourage researchers to
share data, and materials, and pre-register their analysis.
Increasingly, many funding agencies supporting educational
research worldwide have begun to require data management
plans, with strong encouragement to make data openly avail-
able [44} |17], and a recent Executive Order by the U.S. gov-
ernment mandates open access to scientific publications and
open sharing of data starting in 2026 [45]. As such, the
already increasing moves within the field towards Open Sci-
ence and Open Data appear likely to expand considerably
in the next few years.

3. RIGHT TO BE FORGOTTEN AND EDM
The right to be forgotten (RTBF) can have a significant
impact on the practice of researchers in educational data
mining. Under RTBF, all data generated by a learner must
be removed from databases upon their request. This can be
a difficult and time-consuming task, especially if the data is
stored in multiple locations, has been shared with colleagues,
or even made publicly available. This can result in a ripple

effect where the request to remove the data must be passed
on to anyone who received a copy of the data, making it diffi-
cult to ensure that the request has been completely satisfied.
This could lead to researchers or other data providers stop-
ping data sharing altogether, which would considerably slow
research progress and disproportionately impact researchers
from communities where funding is more scarce.

Moreover, the data covered by RTBF is extensive. Data that
has previously been protected, such as personal identifying
information (PII), is covered, but so is any additional data
generated by that learner. Interaction data generated as a
learner plays an educational game, for example, although
in many cases not identifying, would still be covered. Simi-
larly, data from intelligent tutoring software, online learning
platforms, or MOOCs would all be covered. Thus, a domino
effect of data removal occurs, one that, in collaborative sys-
tems, may go beyond an individual learner. There are some
that argue that such a broad definition of user data is not
required under the legislation, and there that there is ambi-
guity. To our knowledge, the inclusion of data beyond PII
has not yet been tested/challenged in the courts, but such
a challenge may well happen in the future. It is also worth
noting that despite the lack of testing, many organizations
(including the authors’ universities and other universities)
are acting with this broad definition of user data, which
may in time set a precedent outside of the courts.

Placing the right to be forgotten into the context of EDM
requires complex planning and execution, given that the re-
moval of a learner’s data is not as simple as deidentifica-
tion. Considering the GDPR legislation specifically, data
providers would need to remove all data generated by that
learner from databases and shared data sets. In order to
mitigate the impact of RTBF on EDM research, it becomes
necessary for researchers to keep detailed records of who
has access to the data and to plan for the possibility of data
removal in the future. By necessity, researchers are also re-
quired to keep identifiers for all data so that data can be
accurately deleted upon request. This means that datasets
that would normally be fully deidentified, must now retain
some level of identification, potentially creating additional
privacy risks. Some mitigation strategies may include using
secure data-sharing platforms that allow for selective data
removal and data-sharing agreements that include specific
provisions for compliance with RTBF legislation. We do
not currently know of any published statistics of how many
RTBF requests are being made, however, anecdotally, the
third author of this paper holds an administrative leader-
ship role involving handling these requests for their univer-
sity. Although the university is located in the United States,
there have been dozens of requests from EU citizens to be
removed, with new batches every month. These requests are
then legally required to be processed quickly.

There may also be further impacts of RTBF on research
practice. For example, what if the data has been published
publicly? What if results have been published, and they
can no longer be replicated if the analysis were run again?
What if the data is in ongoing use? If a current study can
not replicate a past finding, should they compare to the pub-
lished version of the finding or the finding from the current
data set? How can we detect scientific fraud when published



results can no longer be checked? In the remainder of this
section, we consider the potential impacts RTBF may have
on the field’s practices.

3.1 Data Sharing

The right to be forgotten requires that all learner data be
removed. If all of the data is stored in one location, this
is a somewhat simple (though potentially time-consuming)
task. If the data is stored in multiple locations (e.g., multi-
site collaborative projects), the task is more challenging and
requires slightly more coordination. Should the data have
been shared with colleagues outside the immediate collab-
oration (for purposes of replication or data sharing), it be-
comes more challenging still, with perhaps the highest chal-
lenge being if the data is shared publicly, with no record of
who downloaded it.

The right to be forgotten can create a ripple effect, with the
request needing to be passed to anyone who received a copy
of the data from the original researcher. This effect could
result in a significant amount of time required to remove an
individual learner’s data. This effort increases drastically
if the researchers do not have a clear record of who has
the data, and it becomes almost impossible if the data was
shared publicly. In this case, a researcher could remove the
learner’s data from the public posting, but not from everyone
who had already downloaded a copy, thus not completing
their responsibility.

One option to counter the challenge that the right to be for-
gotten places upon data sharing, is to simply stop sharing
data. To stop publishing datasets online or sharing with
colleagues. However, this comes with significant disadvan-
tages. Data collection is expensive |14], if data is not shared,
data-driven research (such as data mining) will be limited
to those that can afford to collect their own data. This
will limit much of the research in our field to data own-
ers (i.e., industry and those able to complete primary data
collection), or to data sets from countries with less restric-
tive regulations. Put simply, should data sharing stop, re-
search progress will be slowed, and this slowdown will have
a disproportionate impact on researchers from communities
where external funding is more sparse (and therefore it is
impractical to collect large data sets). Such an equity issue
would take the field backwards, and thus we should consider
methods that could facilitate data sharing, without creating
this particular ripple effect.

3.2 Replicability

Another major ripple effect of the right to be forgotten is in
terms of replicability. As noted above, a disappointingly
large proportion of research — even machine learning re-
search, where both the data set and code are both available
— is not currently replicable [24] |46]. This lack of replica-
bility has several costs. The first and foremost of these is
being able to verify if a prior set of analyses was authentic
and correctly conducted.

Unfortunately, the right to be forgotten — under certain in-
terpretations — is likely to considerably worsen this problem,
and undo the gains of the last several years. If the data set
that a past analysis was run on becomes no longer available,
it cannot be replicated. Even the removal of one student

from a very large data set presents the possibility that a dif-
ferent model will be obtained, or that goodness metrics or
statistical results will shift. The field does not currently have
methods tailored to determining how much shift could plau-
sibly be expected if one or more students are omitted, and it
will be difficult to develop a general framework for predicting
shift of this nature, across the broad range of algorithms and
models currently used in educational data mining and data
science more generally. The field also does not have prac-
tices for what to do if — for example — a published finding is
no longer obtained within the reduced version of the data set
now available. With the right to be forgotten, building on
past research will become more difficult and even identifying
scientific fraud will be impaired.

Similarly, the right to be forgotten places requirements on
data that is "no longer required or relevant” [62]. It is dif-
ficult to tell when data is no longer required or relevant, if
replication is a future possibility. It is not presently clear if
storing data for the purposes of replication will be consid-
ered "required” or "relevant” under the legislation. This, in
turn, means that further challenges may appear as the prac-
tical implications of the legislation (and its interpretation by
the courts) become more clear.

3.3 Progressive Science

In addition to replicating previous work, RTBF can present
challenges for building upon previous work. There is a chance
that RTBF requests will result in the deletion of data that
is still useful for research 23] - uses that may not be clear at
the time of deletion. Similarly, RTBF may limit our ability
to compare new work to previous results [4]. For instance,
if we cannot replicate prior work, it becomes impossible to
tell if a new algorithm is genuinely an improvement upon
past work, particularly if a different validation approach
is deemed appropriate. Comparative analysis is a crucial
technique for assessing the efficacy of different models and
pinpointing potential areas for development and future im-
provement. For instance, a positive recent trend in research
on knowledge tracing is the comparison of models across var-
ious data sets [20]. This makes it possible for academics and
industry professionals to assess the generalizability of their
findings, gauge the robustness of new models, and spot data
biases or outliers. However, it might be challenging to make
these kinds of comparisons and to assess the efficacy of vari-
ous models if data is removed in response to RTBF requests
— two papers could obtain different findings for the same
algorithm and supposed same data set.

3.4 Longitudinal Followup

RTBF may also impact the ability to conduct longitudinal
studies and monitor student progress. If students exercise
their right to be forgotten, comparing and linking data on
future outcomes will become more challenging [21]. The
goal of longitudinal followup research is often to determine
if a curriculum or pedagogy that was effective in the short-
term has longer-term benefits for students, particularly stu-
dents in historically underrepresented groups who are less
well-served by current educational systems [52]. Students in
historically underrepresented groups are more likely to opt-
out of their data being used [40] — in combination with the
RTBF, this means that longitudinal research may only be
able to demonstrate long-term effectiveness for students who



are already well-served. If an analysis does not explicitly
check for consistency of effects across demographic groups,
this may lead to an approach being adopted despite (un-
known) lower effectiveness for historically underrepresented
students.

3.5 Models

One consistent area of EDM research has been the training
of statistical and machine-learned models. These models are
then integrated into learning environments, dashboards, etc.
to provide better learning experiences, and analytics [61].
For example, in [31], models of engagement were trained on
data collected from learners, and were later used to create
a more adaptive intelligent tutor that responded to student
engagement and improved learning [30]. Processes such as
these allow the research of the EDM community to directly
reach learners and broaden our overall impact.

Currently unclear in legislation is how (and whether) data

products are different from the data itself. Consider a machine-

learned model from 100 learners’ data. That model has em-
bedded in it some representation of the 100 learners. It
is likely heavily transformed, and unlikely that the original
data could be recreated, but still, the model would be differ-
ent if only 99 learners’ data had been included. The model is
a product of the data collected from each of the 100 learners.
If a learner enacts their right to be forgotten, must they also
be removed from their data’s product, the model? Must the
model be re-fit?

In large-scale machine learning (such as that conducted by
Google), the removal of an individual user likely wouldn’t
change the model too much. However, given the small Ns
often seen in EDM research, the impact could be far greater,
and would require increased time on behalf of the research
team and place a burden on often limited resources. The
difference between data and data product is currently am-
biguous in legislation. One interpretation is that an exist-
ing model needn’t change, but any refinement of the model
would need to exclude a learner who had requested to be for-
gotten. As legislation of this kind becomes more widespread,
it is likely that this issue will be considered, and potentially
clarified. This clarification may come from legislators, re-
searchers, industry leaders, or the courts. In the meantime,
it is important that the EDM community be conscious of
this issue, and be involved as data privacy laws are refined.
Only by being part of the ongoing discussion surrounding
legislation can we ensure that all possible use cases of data
are being considered.

4. PATHS FORWARD

The RTBF aims to protect learners and safeguard student
privacy, a goal that EDM researchers generally agree with.
However, its exact application in EDM has the potential
to limit research, and force steps backward in replicability
and Open Science Practices. As such, the EDM community
should work now to find ways to achieve a balance between
research needs (e.g., the need for comparative analysis and
data-driven research) and the emerging rights of students to
be forgotten.

Given the differences by location, knowing for certain if you
are in compliance with privacy legislation can be challenging.

We, therefore, advocate for the generation of new best prac-
tices in EDM. Such practices could be standardized across
the community, and ensure that a researcher is in compli-
ance even with the strictest of RTBF requirements. Striking
a balance between research and privacy will not be perfect,
but by developing standards as a community, we will have
generated a common evaluation point for our research and
privacy standards for the learners we work with.

In addressing the challenges described above, we can build
on work from colleagues in Healthcare especially [33, |55],
where some of these issues have already been tackled. Sim-
ilarly, we can extend work in our own field that has con-
sidered privacy-preserving open science techniques. For ex-
ample, a recent special issue of the British Journal of Ed-
ucational Technology reported on technical frameworks for
ethical and trustworthy education research [3§].

4.1 Privacy-Preserving Live Data Sharing
One possibility for tackling challenges posed to research by
RTBF is privacy-preserving Data Sharing. By keeping a
live copy of data in a central location, we mitigate a num-
ber of the concerns raised in section [3.1] By recording who
is authorized to access data, effective logging can be imple-
mented, and downloading or converting can be restricted.
An additional benefit of such approaches is they are typi-
cally a more accessible way to share data, real-time access
to data can be provided without the need for downloading or
converting data, which can support those who use assistive
technologies.

However, this does not present a perfect solution. Though
easier to control the ripple effect of data sharing, imple-
menting the necessary controls to guarantee compliance with
these laws may be more challenging. GDPR requires com-
panies handling the data of EU citizens to protect that data,
including by implementing privacy by design and by default.
Because it can be more challenging to monitor and regulate
how data is used in real-time, live data sharing can make
it more difficult to comply with these requirements. For in-
stance, it may be challenging to guarantee that authorized
users only access data (as opposed to downloading it) or
that it is being used for intended purposes. Some of the po-
tential solutions include leveraging cloud services that can
satisfy these requirements somewhat easily, as well as the ad-
dition of new controls. In such cases, however, a researcher
is then relying on a third party to ensure that the solution is
compliant. That said, it is not clear if stakeholders (parents,
school administrators, etc.) would be in support of the use of
third-party data sharing, meaning more exploration of such
a solution is needed. Similarly, live data may be suscepti-
ble to malicious activity such as hacks - invoking concerns
raised in |34]. More research is required to fully comprehend
the implications of live data sharing and to determine best
practices for overcoming the difficulties presented.

4.2 Privacy Preserving Enclaves

Privacy-preserving enclaves enable the processing and anal-
ysis of sensitive data while preserving its integrity and con-
fidentiality [39]. These enclaves isolate a secure environ-
ment from the rest of the system using hardware and soft-
ware based security mechanisms. One such enclave is In-
telSGX [54) |56]. To create a secure environment for run-



ning code and storing data, Intel SGX combines hardware
and software security features. Even if the rest of the sys-
tem is compromised, this isolation guarantees that data and
computations are shielded from unauthorized access or ma-
nipulation |9} [49]. The ability to enable privacy-preserving
live data sharing is one of the main advantages of privacy-
preserving enclaves. Real-time data processing and analysis
are constrained by traditional methods for sharing sensitive
data, such as differential privacy or encryption. On the other
hand, privacy-preserving enclaves allow sensitive data to be
processed and analyzed in a secure setting without compro-
mising the privacy of the people linked to the data.

An EDM-specific example of a privacy-preserving enclave
is the MOOC Replication Framework (MORF) which of-
fers a secure environment for the replication and analysis of
massive open online course (MOOC) data [29]. Millions of
students from all over the world now take part in MOOCsS,
which have grown in popularity in recent years. However,
the data produced by these MOOCs is sensitive, in that
students may reveal personal details on discussion forums,
which are challenging to perfectly redact at scale |7]. MORF
presents a framework for analyzing MOOC data and repli-
cating past analyses without compromising student privacy.
MORF allows users to submit analysis code (in any pro-
gramming language). This code is then run on the MORF
database, and the results are provided to the user, with-
out ever having direct access to the data itself. MORF re-
lies upon a variety of security methods implemented within
Amazon Web Services, as well as software based protocols
that control the output provided to a user (e.g., a user can-
not submit a script to extract the data)|2].

Due to privacy concerns, data is frequently kept private in
MOOC research, making it challenging to confirm and vali-
date the results of earlier research. MORF provides accessi-
bility for researchers without compromising learner privacy.
As such, MORF offers a potential blueprint for privacy pre-
serving data sharing in the future.

These approaches are not without challenges, however. Keep-
ing the underlying hardware and software secure can be a
significant challenge. Intel SGX depends on the operating
system and hardware security for a secure environment to
run code and store data [65|. However, many security flaws
in Intel SGX have been found, raising questions about the
security of these enclaves. These enclaves’ performance is
another drawback because privacy-preserving techniques of-
ten increase the system’s computational and latency over-
head, making them less suitable for some use cases. As a
result, it’s crucial to weigh the trade-offs and ensure that
the advantages outweigh the drawbacks. In addition, it can
be harder for researchers to work on platforms with the re-
strictions that privacy-protecting enclaves such as MORF
enforce, such as the inability to direct view data or to use
unrestricted outputs for debugging. It should also be noted
that this approach does not directly address issues of replica-
bility, though it does take steps to prevent the ripple effect.

4.3 Engaging with the Legislative Process

As this legislation evolves and the practicalities are con-
sidered and ruled upon in the courts, there will likely be
calls for participation from lawmakers, funding organiza-

tions, and advocacy groups. Academic research is not some-
thing typically well represented by lobbyists [27], thus, we
must more actively engage in the process ourselves. This
may take many forms, including response to data collection
requests (e.g., surveys, interviews, etc.) from legislators, and
organizations working on these problems (such as the Na-
tional Science Foundation). Another form of participation
is providing feedback during comment periods for proposed
legislation. Engaging with the legislative process provides
a better chance that the needs of scientific work, as well as
those of the Open Science and Open Data protocols we are
encouraging, are considered by lawmakers.

4.4 Collaboration with other disciplines

The EDM community is not the only one facing these chal-
lenges. As such, there may be much to learn from how
other research areas and industries tackle these challenges.
For example, there are already protocols for sharing data
in healthcare that satisfy the Health Insurance Portability
and Accountability Act (HIPPA), and its privacy rule (28|
55). Many of these protocols would also facilitate the kind
of logging required to satisfy RTBF requests. By taking ad-
vantage of existing advancements, we reduce the burden on
our research community and avoid ’'reinventing the wheel’.

The push for Open Science and Open Data has been a promi-
nent movement across multiple scientific disciplines. The
conflicts discussed in this paper, along with the need to find
a balance of compliance with legal restrictions and scientific
integrity, are not unique to EDM. By working with our re-
search colleagues across disciplines, we can reach more stan-
dardized solutions, which would, among other benefits, sup-
port standardized requirements regarding Open Science and
Open Data in publishing venues, etc. Similarly, other disci-
plines may benefit from EDM advances in this area, such as
MORF [29].

5. CONCLUSIONS

The right to be forgotten, and similar legislative changes on
how we store and use data, are likely to have a significant
impact on Educational Data Mining. Though we have noted
some potential paths forward to adapt to this change, there
is not one clear solution. We encourage others in the EDM
community to consider the challenges outlined, the poten-
tial solutions, and to be proactive, rather than reactive, to
these changes. Such proactivity may take multiple forms:
it could include designing data-sharing infrastructure, re-
sponding to requests for feedback on proposed legislation
changes, or joining conversations regarding the interaction
of data privacy and research outside our community. A num-
ber of advances have been made with challenges similar to
these in the healthcare community, and there is much we
could potentially learn from other research environments.
The EDM community has had a significant impact on learn-
ers and education, and has a continued potential to do so. As
legislature changes, we must protect that potential, whilst
still providing learners with all the protection they can, and
should, receive. It is thus our argument that we should de-
velop and adopt best practices now, to be ready for these
changes as they are implemented.
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