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ABSTRACT 

 
Interaction is the key driving force behind the critical processes 

involved in collaborative learning. But novice learners find it dif-

ficult to effectively interact during collaborative tasks and need 

support. Speech data from the collaborative discourse is signifi-

cantly used to monitor and assess the interaction among students. 

Our research goal is to foster interaction in computer supported 

collaborative learning environment. The initial plan is to design 

and develop a system for capturing speech data from collabora-

tive discourse in real-time, and derive various verbal and non-

verbal features from speech data to automatically detect and as-

sess the collaboration quality. Also, we are planning to design 

and implement the real-time automated feedback based on the 

data captured and investigate the impact of the feedback pro-

vided. 
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1. INTRODUCTION 
Collaborative learning is one of the 4C skills, considered to be 

the most important 21st-century learning skill. Much emphasis is 

being provided on enhancing collaborative learning skills in stu-

dents and the workforce [1, 2]. The construction of shared 

knowledge, negotiation/coordination, and maintaining team 

function are critical processes involved in collaborative learning. 

Interaction among students is the driving force behind these 

meaning-making processes [3, 4, 5]. Collaboration is key to 

learning but it is not easy for novice learners to effectively inter-

act in a collaborative task. Lack of interaction is due to challenges 

like students not being open in accepting opposing views, asking 

for help, building trust and giving elaborate explanations or 

providing feedback [6]. Cognition, affect, motivation, and meta-

cognition of individual participants and group members also 

plays a role in interaction [7]. Interaction in collaborative learn-

ing is also influenced by factors such as group dynamics, 

pedagogy, task design, and process of evaluation as well [8]. To 

address the lack of interaction, appropriate support needs to be 

provided to the students. And such support can be provided only 

after a timely and accurate diagnosis of the challenges faced by 

students [4, 8, 9, 10, 11].  

Generally, the quality of collaboration is measured across five 

aspects as follows,1) communication/appropriate use of social 

skills; 2) joint information processing/group processing; 3) coor-

dination/positive interdependence; 4) interpersonal 

relationship/promotive interaction; and 5) motivation/individual 

accountability. These five aspects are further mapped to the nine 

dimensions of collaboration, those are expertise, dominance, 

coupling, reflection, roles, engagement, coherence, misconcep-

tion and uncertainty. These dimensions are measured largely 

using self-reports or conducting tests. But it has its own limita-

tions. Quality assessment based on observation can be leveraged 

to address these limitations. Monitoring students’ discourse can 

give clarity on student understanding and challenges faced by 

them while working on collaborative tasks [12]. To monitor the 

collaborative discourse, the existing researchers are largely de-

pendent on manual observation, transcription, and analysis to 

identify challenges faced by learners. This is a time-consuming 

and laborious process that also causes delays in feedback. More-

over, it puts limitations on scaling collaborative learning 

activities [13, 14].  

Recently there are a lot of research studies focused on providing 

adaptive support in computer-mediated/online collaborative ac-

tivities by monitoring discourse from forum posts, chats, and log 

data [15]. Some researchers also have used multimodal data from 

online meetings to assess collaboration and provide feedback 

[16]. However, research in automated monitoring of collabora-

tive discourse in physical spaces (collocated collaboration) to 

assess collaboration dynamically in real-time and provide adap-

tive feedback [17] is still in a nascent stage and emerging rapidly 

with the advancement in sensor technology and in the field of 

multimodal learning analytics. Multimodal data like gestures, 

posture, eye gaze, content, log data, self-reports, spatial data, fa-

cial expressions, and physiological indicators [18] can help us 

measure important collaboration indexes such as synchrony in  
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members of the group, equality of contribution, information 

pooling, and so on. For example, the rise and fall of average 

pitch, intensity obtained from the audio signal; body position, 

head direction, pointing, using both hands, joint visual attention, 

etc.; these indicators can be used to measure synchrony. High 

synchrony indicates good collaboration. Total speaking time and 

the number of ideas and questions raised can tell us about equal-

ity in participation, which is indicator of good collaboration. Web 

search is the indicator for information pooling, similarly, differ-

ent multimodal indicators are mapped to different collaboration 

indexes. These indexes can further help us understand high-level 

collaboration parameters like expertise, dominance, coupling, 

coherence, roles, reflection, uncertainty, misconception, and en-

gagement. It is also evident that all these aspects of collaboration 

can be significantly detected using speech modality [18]. Map-

ping of audio indicators with different parameters of 

collaboration is shown in Table 1. 

 

Table 1. Mapping of audio indicators to collaboration param-

eters [18]. 

Collaboration pa-

rameters 

Collabora-

tion 

Indexes 

Audio Indicators 

Expertise, 

Dominance,Cou-

pling,Reflection,Rol

es,Engagement,Co-

herence,Misconcept

ion,Uncertainty 

Synchrony 

rise and fall of average 

pitch,intensity, ampli-

tude 

Equality 
jitter,total speaking 

time 

Mutual Un-

derstanding 

dialouge manage-

ment,verbal 

discourse,state-

ments,questions 

 

In the speech, the existing works used verbal and non-verbal fea-

tures to understand various aspects of collaboration. It is clear 

that cognitive and socio-emotional interaction can be analysed 

significantly using speech. There are works related to under-

standing the semantics of the interactions and the automation of 

the same is not explored much in the literature. Moreover, cap-

turing multimodal data in a live classroom to assess the quality  

 

of collaboration dynamically in real-time and providing adaptive 

feedback is a challenging task. Such feedback can help students 

collaborate better in face-to-face settings [19]. Also, it will help 

in reducing the cognitive load on teachers/facilitators and enable 

them to effectively conduct collaborative classes on a large scale 

[16, 19, 20]. From the existing studies, we observe that very few 

works attempted automatic detection of collaboration using mul-

timodal data and specifically using speech alone. And those are 

limited to very few aspects of collaboration. There are a lot of 

scopes to leverage non-verbal and verbal features of speech in 

the detection and assessment of collaboration. Non-verbal fea-

tures like duration of speech, pause, turn-taking, pitch, jitter, 

intensity etc. can be used to detect low level collaboration in-

dexes like equality and synchrony. 

Non-verbal features extracted from speech can help in assessing 

collaboration quality in diverse contexts and tasks, while preserv-

ing the privacy of participants [28, 29]. On the other hand 

verbal/lexical features extracted from speech data captured dur-

ing student collaborative discourse can be effectively used to 

create knowledge graphs and analyse them deeply to understand 

conceptual knowledge and transactivity between concepts [22, 

23]. This understanding can lead to the design of effective feed-

back to foster cognitive interaction in the collaborative learning 

task. We are planning to address a few of these gaps in our pro-

posed work. The conceptual framework of the proposed work is 

shown in figure 1.  We are planning to design a system for cap-

turing speech data from collaborative discourse in real-time, and 

derive various verbal and non-verbal features from speech data 

to automatically detect and assess the collaboration quality. Also 

to design and implement the feedback based on the data captured 

and investigate the impact of the feedback provided. 

2. METHODOLOGY AND PROGRESS 

In order to understand how students collaborate and also to learn 

the processes involved in our proposed framework, we conducted 

a study to capture speech data from a collaborative learning en-

vironment. We used data from 12 participants solving a 

programming problem with a shared screen using a python pro-

gramming teaching environment. Students worked in dyads. 

Figure 1. Conceptual representation of the proposed work. 



There were six groups in total. Before the study test was con-

ducted to check the knowledge of participants of basic Python 

Programming. It had 12 multiple choice questions and 2 ques-

tions, for which they were required to write complete code. This 

study was conducted in a technology-enhanced collaborative 

learning classroom. (Refer to section 5.2) 

 

2.1 Data Collection and Automated Speech 

Transcription 
 

Introduction to the learning environment and all task-related in-

structions were provided by the instructor. Students had access to 

the study material while solving the task. Students' video and 

speech and log data were captured using the Open Broadcaster 

Software (OBS) installed on the computer they were using. Stu-

dents’ speech data captured using the OBS tool, is then converted 

into transcripts using a web-based tool for transcription, i.e., Ot-

ter.ai. Each group's audio files were automatically transcribed using 

the web-based Speech to text service. The service generates a tran-

script with a timestamp for every utterance spoken along with 

speaker diarization. It also provides a summary of keywords and 

the total speaking time of each speaker in percentage. It is observed 

that automated transcription has some limitations like, not captur-

ing overlap between two speakers, jumbling with similar 

pronouncing words, and not fully transcribing long sentences. 

However, as we are interested in knowing who the speaker is and 

what topics are discussed, these errors will not have a significant 

impact [5]. We generated a transcript for an audio file containing 

spoken interaction between dyads. It was a 50 minutes collabora-

tive problem-solving (Python Programming) activity. Further, we 

have coded the transcripts by marking co-occurrences of keywords 

in each utterance. We divided transcripts based on its timestamp 

into 5 scenes and compared the data for each speaker. In our study, 

we focused on the semantics/content of verbal data. We looked at 

the contribution of each group member in terms of keywords/con-

cepts discussed by them, Speaker identification and timestamp in 

order to map turn-taking and overlap of speech. The Epistemic Net-

work model for this data is created using web-based tool [21, 22, 

23, 24]. Creating knowledge graphs to understand unfolding col-

laboration automatically in real time is a challenging task. Speech 

data needs to be converted into text/transcripts using NLP to under-

stand the semantics of data. We will be using speaker diarization 

and text data mining to understand who is speaking, when they are 

speaking and most importantly what they are speaking- the con-

cepts and linkages between the concepts. We are exploring how 

epistemic network analysis can be effectively used for this task and 

the need to incorporate social network analysis. 

2.2 Audio signal processing for feature ex-

traction 
 

In order to detect collaboration indexes and asses collaboration 

quality based on speech interaction, we have extracted acoustic 

features like fundamental frequency, Mel-frequency cepstral co-

efficients (MFCCs) and pitch from audio file (wav file). This 

audio file contain 45 minutes of speech data captured during col-

laborative design task, in which 4 students are working on 

concept map and facilitator is providing the instructions. Audio 

signal is pre-processed by sampling it at the rate of 44 KHZ [30]. 

Then it is segmented for fixed time window and features are ex-

tracted using librosa, package in python for audio analysis. We 

have also clustered the data for different speakers using extracted 

features. Our aim is to use automated speaker recognition in mul-

tiparty audio files, segment the audio file for each turn of the 

speaker, extract acoustic and verbal features from the segments, 

and use these features to detect collaboration indexes. 

  

3. CONTRIBUTION AND FUTURE 

WORK 
 

We explored several studies that collect multimodal data from 

collaborative learning environments, we observe that most exist-

ing works analyse the quality of collaboration and some of them 

also provide feedback based on the assessment. After analysing 

the current literature we have identified certain gaps. Very few 

studies provide real-time dynamic feedback to the learners or fa-

cilitator, especially in the collocated collaborative learning 

environment. Most studies using speech modality to assess col-

laboration quality and provide feedback consider acoustic and 

non-lexical/ non-verbal features to classify/ detect collaboration 

using machine learning. This can lead to concerns about the reli-

ability of the results. There exist no studies that provide real-time 

feedback based on learners’ verbal cues and their interaction log 

data. Most of the studies focus on detecting and supporting dom-

inance or coherence. There is no existing work to automatically 

detect other collaboration indexes such as uncertainty, miscon-

ceptions, etc. which can be better mapped using verbal features 

of speech. Current studies are providing feedback to foster socio-

emotional interaction in collaborative learning. To address the 

research gaps, we aim to develop a system to automatically as-

sess the collaboration quality in real-time. This system will 

capture speech data from collaborative discourse in real-time, 

and derive various verbal and non-verbal features from speech 

data using state-of-the-arts methods. Further it will segment and 

annotate the stream of data automatically to map it with different 

collaboration assessment indexes. Also we aim design and im-

plement the feedback based on the real-time assessment and 

investigate the impact of the feedback provided. 
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5. APPENDIX 

In this section we have provided additional information which is 

important to understand the background and scope of the pro-

posed work. 

 

5.1 Definition of collaborative learning 
Collaborative learning is a broad term applied to diverse learning 

situations. Inclusive definition of collaborative learning is as fol-

lows: "It is a situation in which two or more people learn or 

attempt to learn something together” [8].  This definition can be 

interpreted in many different ways. We created visual represen-

tation of the elements of the definition of collaborative learning 

as shown in figure 2. 

 

Figure 2. Definition of “Collaborative Learning”- visual rep-

resenta-tion. 

 

Another popular definition of collaboration is: "... a coordinated, 

synchronous activity that is the result of a continued attempt to 

construct and maintain a shared conception of a problem" [25].  

The PISA 2015 collaborative framework defines collaboration as 

“a process whereby two or more agents attempt to solve a prob-

lem by sharing the understanding and effort required to come to 

a solution, and pooling their knowledge, skills, and efforts to 

reach that solution” [2]. 

 

5.2 Collaborative learning spaces 
Technology-enhanced collaborative learning classroom used for 

conducting the study is shown in figure 3. 

 

 

Figure 3. The technology-enhanced collaborative learning 

classroom. 

The major benefits of creating technology-supported physical 

learning spaces are more frequent and higher quality teacher-stu-

dent and student-student interactions, increased student usage of, 

and satisfaction with, the learning space, and authentic learning 

experiences [26]. It is also observed that, the type of space in 

which a class is taught influences instructor and student behavior 

in ways that likely moderate the effects of space on learning [27]. 


