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ABSTRACT

Learning Chinese character with multiple definitions is chal-
lenging for beginners, while images could help learners get
quick understanding and strengthen the memory. To solve
the problem, we design a multimodal language learning sys-
tem for Chinese character featured with Al-generated image
definitions. The images with desired semantic meanings are
generated by text-to-image foundation model ERNIE-ViLG
2.0. To improve learners’ understandings of Chinese charac-
ter definitions, the system could serve as a knowledge build-
ing environment. Learners are expected to contribute ideas
collaboratively by voting for the appropriate Al-generated
image definitions and choosing to add new qualified ones.
The system has been implemented on a mobile application,
and future works about estimating and optimizing the built
system are discussed.
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1. INTRODUCTION

Through three thousand years of evolvement, each Chinese
character tends to have multiple definitions with original
and derived meanings, which is challenging for non-native
speakers or even young native speakers to understand and
remember. The language and linguistics study found that
images could be used as non-verbal mediators, which helps
learners build efficient connections between the information
and the concepts in memory [8]. In addition, psychologist
Allan Paivio proposed dual coding theory [9], which indi-
cates the equal importance of verbal and visual information
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processing for human, and finds out that visual information
could contribute to better memory. Particularly, it has been
proved that learners could remember definitions of words
better when exposed to both visual and verbal information
in second-language learning [10].

We thus propose a multimodal language learning system
for Chinese character with both text and image definitions.
While the images can be retrieved online, it is hard to guar-
antee the proper images with the desired meanings could be
acquired from the massive online resources. To tackle the
issue, we utilize text-to-image generation method to pro-
vide the desired images directly from text definitions. Text-
to-image generation is one type of Al generation methods,
and the cutting-edge enabling technology is based on foun-
dation model (or called pre-trained model) [1]. The capa-
bility of foundation model covers language, vision, speech
and reasoning, etc. Generally, foundation models are pre-
trained on large-scale data and could be flexibly adapted
to different downstream tasks via transfer learning, so as to
achieve excellent performance. Especially, zero-shot transfer
is a feasible way to adapt the model to downstream tasks
without tuning parameters. With the help of prompt en-
gineering [7], the foundation model could be fixed and the
prompts are used to trigger the model. Conditioned on well-
designed text prompt, the text-to-image generation founda-
tion models could create desired and original images. In
addition to text-to-image generation, foundation models are
capable on many other tasks, such as text-to-text genera-
tion (e.g., GPT-3 [2]), image-to-text generation (also known
as image caption, e.g., BLIP-2 [6]), text-image pairing (e.g.,
CLIP [11]), text-to-video generation (e.g., CogVideo [5]),
etc.

By leveraging on the foundation model, the system could
encourage learners to develop ideas towards the generated
images. Specifically, for the same text input, the text-to-
image generation foundation model could randomly generate
various images. The system supports learners to vote for the
appropriate images from all the generated ones. The image
with the most votes would be shown at the top of the list for
the following learners. In addition, learners could choose to
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generate new images and decide whether to add them to the
image list as candidates. Based on learners’ collaboration,
the system could serve as a knowledge building environment
to help build community knowledge of Chinese character’s
definitions.

2. SYSTEM DESIGN

2.1 System Framework and Workflow

The system is a multimodal language learning system for
Chinese character featured with Al-generated image defini-
tions. As shown in Figure 1, learners could input query
Chinese character through user interface, and the system
would search Xinhua dictionary’s online library via request-
ing API. Xinhua dictionary, also known as modern Chinese
character dictionary, is one of the most authoritative refer-
ence books in China. The response is basic text information
of the character, including pinyin as phonetic symbol, rad-
ical partially indicating semantic meaning, structure rep-
resenting the stroke composition method, and its multiple
definitions. Each definition contains the description of the
meaning and its sample words.

Through the user interface, the designed system provides
several intelligent functionalities for learners. Firstly, learn-
ers could choose each text definition to show its image def-
inition. The image definition is directly generated from the
text definition by means of foundation model ERNIE-ViLG
2.0. To be specific, ERNIE-VILG 2.0 [3] is a knowledge-
enhanced large-scale Chinese text-to-image diffusion model
with 24B parameters, developed by Baidu Inc., China. The
diffusion model [4] contains forward and reverse diffusion
processes. In forward process, the model gradually adds
noises to the image data. While in the reverse process, the
model is trained to learn how to denoise and reverse the
process to generate the desired image. Based on the basic
diffusion model, ERNIE-ViLG 2.0 integrates textual and vi-
sual knowledge into the training process to help model focus
on important elements, such as critical semantics of texts
and salient regions of images. In addition, ERNIE-ViLG 2.0
proposes the Mixture-of-Denoising-Experts (MoDE), which
contains multiple “experts” adjusting characteristics of dif-
ferent denoising steps in reverse diffusion process. The per-
formance of ERNIE-ViIiLG 2.0 is state-of-the-art on text-to-
image generation task of zero-shot FID-30K from MS-COCO
dataset.

Secondly, learners could also choose to generate more images
via ERNIE-VILG 2.0 for the chosen text definition. The
newly generated image would show up to the user interface
and ask learners to judge whether it is appropriate enough to
add to the image list. All generated images would be saved
to the database as backup, while only the learners confirmed
ones could be displayed on the user interface.

Thirdly, learners are encouraged to develop ideas towards
the image definitions by voting like for the most suitable
one. The number of likes would be counted and saved as
a key feature of the generated image in the cloud database.
The image definitions of the chosen text definition would
be displayed on the user interface ranked by the number of
likes.

2.2 Text-to-Image Generation Performance

We demonstrate the text-to-image generation performance
with an example of Chinese character “Yuan” that has three
definitions. As mentioned before, each definition is com-
bined by the description of the meaning and its sample
words. The translations of the three definitions of character
“Yuan” are shown as the followings:

Definition 1. Description: A place where fruits, vegeta-
bles, flowers and trees are grown. Sample words: Garden.
Gardener. Gardening. Garden beds.

Definition 2. Description: Originally, it refers to the villa
and resting place, and now it refers to the public place for
people to play around and entertain. Sample words: The
Old Summer Palace. Park.

Definition 3. Description: Originally, it refers to the tombs
of emperors, princes, concubines and princesses of the past
generations. Sample words: Temple Garden (the ancestral
temple built in the graveyard of the emperor). Mausoleum
(the tomb of the emperor).

Since the text-to-image generation requires well pre-trained
foundation model and efficient computing resource for model
inference, we take advantage of Baidu ERNIE-VILG 2.0
API, and build local server to pre-process text prompt and
request the API. The construction of the text prompt is im-
portant to the text-to-image generation model, which gen-
erally requires two main parts, namely painting object and
painting style.

For the painting object part, we investigate two categories
of text prompts with help of characters’ definitions, which
are description only and both description and sample words.
Taking the Definition 2 of character “Yuan” as an exam-
ple, we request the two categories of text prompt separately.
The results are shown in Figure 2, where Figure 2(b) shows
more proper results with both description and sample words
as text prompt. To be specific, the presentation of Figure
2(a) focuses on the non-critical word “villa” from the de-
scription, while Figure 2(b) gets well understanding of both
“park” from sample words and “public place for people to
play around and entertain” from the description. It may be-
cause the description tends to be abstract, while the sample
words could provide more specific hints.

For the painting style part, in addition to the realistic style
utilized in Figure 2, we also explore various artistic styles
like surrealism, conceptual art, impressionism, and differ-
ent production styles like computer graphic style, illustrator
style and pixel style, as shown in Figure 3. Considering
about the generalization issues for various Chinese charac-
ter, we set realistic style for all the image generation, but
the system designers or even learners could also make their
own choices if needed.

Finally, we identify both description and sample words for
painting object part and realistic style for painting style part
to construct the text prompt. Four exemplary generated im-
ages corresponding to Definition 1 and Definition 3 of char-
acter “Yuan” are shown in Figure 4.
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Figure 2: Image Generation with Different Painting Objects
of Definition 2 of Character “Yuan”

2.3 Collaborative Learning

Based on the text-to-image generation results of the founda-
tion model, the system supports learners to collaboratively
refine the image definitions. As shown in Figure 2(b) and
Figure 4, the image definitions of three text definitions of
character “Yuan” are equally important to learners, which
demands a high cognitive load to understand them all. To
improve the learners’ understandings of character defini-
tions, the system encourages learners to vote for the most
suitable images based on their understandings, and add new
images as candidates when none of the generated images are
favored. Ideally, the image with the most votes would be dis-
played at the top of the list on the user interface and would
be considered as the most appropriate image definition to
the text definition based on collective knowledge.

The voting and adding image processes require learners to
review the text definition carefully and figure out the key
semantic meaning of the Al-generated image. Comparing
the similarity between the text and image definitions in
mind, learners could strengthen the comprehension of the
character via verbal and visual dual-channels before making
the rational voting decision. When new learners searching
the same character, the previous work would support them
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Figure 3: Image Generation with Different Painting Styles of
Definition 2 of Character “Yuan”

understanding the text definitions accompanied with most
relevant images ranked by others’ votes. Meanwhile, new
learners could also be inspired to progressively make contri-
butions to the system and work collectively to develop the
community knowledge.

3. USER INTERFACE

The user interface of the system is based on WeChat mini

program which is a mobile application accessed through WeChat,

the most popular social software in China, without extra
downloading. Learners could operate it on mobile devices
wherever in formal or informal learning environment. As
shown in Figure 5, learners could input the query Chinese
character in the search box and click on the search button.
The system would then return basic information with mul-
tiple text definitions of the query character.

After that, as shown in Figure 6, learners could click on each
text definition to show the corresponding image definitions,
where the generated images are ranked by the number of
likes voted by other learners. It requires learners to browse
the generated images from the top-ranked to the bottom,



(b) Generated images of Definition 3 of character “Yuan” queried by both
description and sample words in realistic style

Figure 4: Generated Images of Definition 1 and 3 of Charac-
ter “Yuan”
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Figure 5: User Interface of Character Querying

and make their own decisions to vote for the appropriate
images by clicking on the thumb up button.

When none of the generated images suitable for the text
definition, learners could choose to generate new image by
clicking on the “generate my image” button at the bottom
of the list, as shown in Figure 7. It takes around 10-20
seconds to generate an image with resolution of 1024 x 1024
pixels. Before adding to the list, a popup would ask for
learner’s confirmation, which expects the learner to review
the text definition and make a deliberate decision for the
image definition.

4. CONCLUSION AND FUTURE WORK

We propose a multimodal language learning system for Chi-
nese character with the help of text-to-image generation
foundation model ERNIE-ViLG2.0. Based on the text-to-
image generation results, learners could help to improve oth-
ers’ understandings of Chinese character definitions by vot-
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ing and adding images to re-rank the images’ display order.
Consequently, learners could benefit from the top-ranked im-
ages for each character’s text definition and improve the cog-
nition through both verbal and visual channel.

In the future work, to estimate the effectiveness of the sys-
tem, we plan to design and conduct experiments by invit-
ing entry-level Chinese learners to evaluate their learning
achievement and attitudes towards the generated images and
the voting system. Especially, it is also worth to investigate
the effectiveness of various style images and how they pro-
vide improvement in the learning process. Besides, consid-



ering about the quality of generated images, the trust of the
voting system requires further supervisions to correct typ-
ical mistakes from beginning learners and avoid unfriendly
attacks.

Additionally, more flexible functions could be added to the
built system. For example, in addition to “like” button, “dis-
like” could also be an option to express learner’s opinions on
the image. Further, to deepen learners’ understandings, it
also welcomes learners to make text comments on the im-
age and leave nicknames and avatars to improve community
awareness. Besides, since foundation models are pre-trained
on large-scale data by black-box method, it is also necessary
to require interventions to avoid risks of algorithm biases
and intellectual property issues.

Furthermore, the multimodal language learning system could
also be transferred to other languages learning with the sim-
ilar mechanisms of text-to-image generation and learners’
collaboration. Additionally, foundation models for Al gen-
eration are also powerful on text-to-text generation, image-
to-text generation, image modification, etc. It would be in-
teresting to investigate more possibilities of interaction and
integration with Al-generated content and learner-generated
content.
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