ABSTRACT

In second language acquisition, incidental vocabulary learning refers to the process by which one’s vocabulary increases through activities in which increasing vocabulary is not the main goal. A typical example is extensive reading, where learners naturally expand their vocabulary by reading many texts and guessing the meanings of unfamiliar words. Selecting texts suitable for incidental learning requires a personalized and fine-grained estimation of each language learner’s vocabulary. If a learner does not know sufficient words in a text, then the learner cannot read through the text to guess the meanings of unfamiliar terms, so incidental learning does not occur. In contrast, if a learner knows all the words in a text, then incidental learning cannot occur because the learner has no new words to learn. Therefore, if a learner attempts to select a text that can significantly increase their vocabulary, the risk of reading failure increases along with the possibility that no words can be guessed and learned. Therefore, learners should be presented with both the amount of vocabulary they can add and risk of failure in reading, and be allowed to select the text they wish to read. To this end, we require an algorithm that can simultaneously calculate the amount of vocabulary that can be learned and relevant risk when a text is read. This paper presents an algorithm for this purpose with preliminary experimental results. Specifically, we use findings from applied linguistics that indicate that the condition for incidental learning to occur is that the percentage of words that a learner knows in a text is above a certain threshold. By modeling the estimated size of the increase in vocabulary as a random variable, our method uses the variance of the estimated size as a measure of the risk of reading failure. This allows a learner to select the text with the lowest risk among texts that have the same estimated size of increase in vocabulary. Experimental results demonstrate that our method can significantly aid learners in selecting “efficient” texts to read by identifying a handful of such texts among a library of 500 texts. The results also demonstrate that some texts are stable and efficient for many learners.
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1. INTRODUCTION

In second language acquisition, the “incidental learning” of second language vocabulary is the incidental acquisition of vocabulary through activities in which vocabulary acquisition is not the main objective. It is a concept that is widely used in applied linguistics studies [20, 28, 11]. An example of such an activity is extensive reading, where readers learn vocabulary by guessing the meanings of unfamiliar words when reading various texts. In contrast to incidental learning, learning vocabulary in the context of an activity whose main goal is vocabulary acquisition is called “intentional learning” [28, 11]. An example is acquiring second language vocabulary by memorizing lists of words. Although incidental learning is less efficient than intentional learning at increasing learner vocabulary in a second language, it is believed to have many merits. It promotes a deeper understanding of how words are used in different contexts and leads to improved learner writing skills [21].

Being able to select texts of interest to each learner also improves motivation for language learning. These merits are summarized in [21] and a combination of intentional and incidental learning is desirable [21].

Incidental learning has many advantages and is used in various scenarios. In most scenarios, for successful incidental learning, it is important to select and use texts that suit the learner [21] and various technologies that support incidental learning have been studied [9, 10, 12]. New vocabulary acquisition does not occur if a text consists only of words that have already been learned. In contrast, if a learner cannot understand sufficient words in a text, then there is a high risk of failure in reading the text, making incidental learning difficult because the learner cannot guess the meanings of words appearing in the text. In this case, even if we allow learners to use dictionaries, they are not motivated to continue learning if there are too many words that they need to look up [27, 18]. In applied linguistics, it has been reported that if a learner knows 95% to 98% of the words (tokens) in a text, then they can learn new vocabulary through incidental learning by guessing the meanings of unfamiliar words based on their context [13]. In other words, this finding from applied linguistics suggests that unlearned words in a text can be efficiently learned incidentally if a learner knows 95% to
This result from applied linguistics implies that text selection for efficient incidental learning should consider the risk of failure when reading the selected text. Selecting a text with a small ratio of known words (i.e., a large ratio of unknown words) may increase the size of the vocabulary acquired through incidental learning, but if the ratio of known words is below a certain threshold, then learners will not be able to continue reading the text and guess the meanings of unfamiliar words. Therefore, incidental learning will not occur and the size of vocabulary acquired will not increase. Therefore, it is desirable to select texts that appear to have the largest number of unknown words while keeping the risk of learner reading failure within an acceptable range.

In this study, we mathematically formulated a strategy for increasing vocabulary through incidental learning using machine learning. Specifically, we propose a method for determining the probability distribution of the estimated size of the vocabulary acquired through incidental learning when a learner reads a text. We modelled the variance of the estimated size as a measure of the risk of reading failure. By using our method, among many texts, learners can select a text for incidental learning by considering both the number of words to be learned (i.e., estimated size of the increase in vocabulary) and risk of failure in reading the text.

2. RELATED WORK

In educational data mining and intelligent tutoring system studies, technologies for supporting incidental learning have been studied in lifelogs [9] and dictionaries [10, 12]. However, previous studies have not focused on methods that can consider both the estimated size of the increase in vocabulary and risk of reading failure. Several researchers have also proposed methods to assess second language learner vocabularies [19, 23] and tutoring systems [26]. However, to the best of our knowledge, no study has extensively addressed text selection algorithms based on the estimated increase in second language vocabulary through incidental learning.

This study focused on the task of personalized prediction of second language vocabulary [16, 4, 15, 29, 8, 14, 6, 7], which has been studied in natural language processing. In this task, each learner takes a vocabulary test that can be completed in approximately half an hour. Then, for a word not on the test, this task aims to predict whether each test taker knows the word based on their vocabulary test results. Some previous studies have used rich information other than vocabulary tests to improve accuracy, such as individual learner characteristics and word meanings [7, 4], as well as human memory lengths [25, 24].

In particular, several studies have modeled the degree of forgetting over time considering that forgetting curves are closely related to vocabulary learning [25, 24]. However, such meticulous modeling requires time-stamped records of vocabulary learning processes, which are only provided in a few datasets. We used a vocabulary test result dataset to test the applicability of our method.

3. TASK SETTING

Here, we present a motivating example for the problem considered in this study. Consider a text consisting of 4 words \( \{a,b,c,d\} \). Let the frequency of the words be \([93, 3, 3, 1]\). Assume that the probability of knowing each word \( \{a,b,c,d\} \) is \([0.9, 0.6, 0.5, 0.2]\), respectively. In reality, these probabilities are estimated using probabilistic classifiers trained on a vocabulary test that includes none of \( a, b, c, \) or \( d \). Therefore, we assume that we cannot directly test whether a learner knows these words.

According to findings from applied linguistics, if a learner knows more than 95% of the words in a text, they can learn unfamiliar words by reading the text. This percentage is called text coverage. Here, we enumerate the cases in an example where text coverage exceeds 95%. In this example, “a” occurs the most frequently, but knowing “a” alone does not ensure that the text coverage exceeds 95%. However, if the learner knows \( \{a,b\} \) and does not know \( \{c,d\} \), then the coverage of the learner for the target text exceeds the threshold. If we focus only on the words that the learner knows and writes specifically, then the cases that exceed the threshold are \( \{a,b\}, \{a,c\}, \{a,b,d\}, \{a,c,d\}, \) and \( \{a,b,c,d\} \).

Now, consider a case in which the learner knows words \( \{a,b\} \). Because we assume that the learner does not know \( \{c,d\} \), the probability of case \( \{a,b\} \) can be calculated as \( 0.9 \times 0.6 \times (1-0.5) \times (1-0.2) \). At this time, the aforementioned applied linguistics finding [20, 22] indicates that this learner can naturally acquire the unfamiliar words \( \{c,d\} \) by reading the text. If we focus only on unfamiliar words, we can consider this probability as the probability that the learner can learn the words \( \{c,d\} \) by reading the text \( 0.9 \times 0.6 \times (1-0.5) \times (1-0.2) \) through incidental learning. Similarly, the probability that the learner knows only \( \{a,c\} \) can also be considered as the probability that new words \( \{b,d\} \) can be acquired by reading the text through incidental learning.

Therefore, when considering all cases, the probability that the learner can incidentally learn each word \( \{a,b,c,d\} \) by reading the text is \([0.18, 0.27, 0.576]\). If the learner does not know “a,” then they cannot read the text and incidental learning cannot occur. Therefore the probability for “a” is 0. The expected number of words that can be acquired by reading this text is \( 1 \times 0.18 + 1 \times 0.27 + 1 \times 0.576 = 1.026 \). In the next section, we propose a method for not only obtaining the expectation of learning (i.e., mean of the distribution), but also the entire distribution.

4. PROPOSED FORMULATION

We formulated a motivating example in the previous section. Consider a vocabulary \( \{v_1, \ldots, v_I\} \), where \( I \) is the vocabulary size. Let \( n_i \) be the number of occurrences of \( v_i \) (i.e., frequency of \( v_i \) in the text).

Assume that we focus on a specific learner among all \( J \) learners. We denote the probability that the learner knows \( v_i \) as \( p_i \). Let the threshold value of text coverage be \( \tau \). In the motivating example presented in the previous section, \( \tau = 0.95 \). The probability of the text coverage exceeding this threshold can be expressed as follows. First, the total number of words in a text can be expressed as \( N = \sum_{i=1}^{I} n_i \). Next, consider the following random variable \( Z_i \), which is equal to 1 if the learner knows the word \( v_i \) and equal to zero 0
Additionally, we must determine the probability that the learner acquires a new word \( v \), through incidental learning by reading the text can be formulated as follows. For incidental learning to occur, the text must be readable, so text coverage must be above the threshold. Furthermore, for a word \( v \) to be learned, the learner must not already know the word \( v \). Therefore, this probability can be expressed as \( P(Z_i = 0, \sum_{i=1}^{n} Z_i n_i \geq N\tau) \), which is hereafter denoted as \( q \).

We wished to obtain the distribution of the number of words acquired through incidental learning from a text. Therefore, we define \( A_i \) as

\[
A_i \sim \text{Bernoulli}(q_i). \quad (2)
\]

Here, \( \{A_1, \ldots, A_i\} \) are assumed to be independent of each other. The number of acquired words, which is denoted as \( A \), can be expressed as \( A = \sum_{i=1}^{l} A_i \). Because each \( A_i \) is a random variable, \( A \) is also distributional.

5. SOLVING THE PROBLEM

To obtain the probability desired \( P(\sum_{i=1}^{l} Z_i n_i \geq N\tau) \), or the probability that the text coverage exceeds the threshold, and to obtain the distribution of the number of acquired words \( A = \sum_{i=1}^{l} A_i \), we must find the probability of a random variable consisting of a sum of independent binomial distributions with different success probabilities. If the success probabilities of the distributions are equal, then their sum is also a binomial distribution based on the reproducing property of the binomial distribution. However, in this case, because the success probabilities are different, the sum does not follow a binomial distribution. This distribution is called a Poisson binomial distribution.

Regarding the second language vocabulary, in order to calculate \( P(\sum_{i=1}^{l} Z_i n_i \geq N\tau) \), [5] proposed a method for obtaining this type of probability using dynamic programming. Based on space limitations, we do not present their algorithm in detail in this paper. Instead, we present only an outline of their algorithm. Because \( \sum_{i=1}^{l} Z_i n_i \) is an integer, the condition that \( N\tau \) or more can be attributed to the subset-sum problem. Given a target integer, the goal of the subset-sum problem is to determine if there is a subset of \( \{n_1, \ldots, n_l\} \) that adds up to the target integer. The subset-sum problem can be solved using dynamic programming (DP). Specifically, we can use a DP table consisting of integers that can be created using subsets of \( \{n_1, \ldots, n_l\} \). Additionally, we must determine \( P(Z_i = 0, \sum_{i=1}^{l} Z_i n_i \geq N\tau) \). This is computed by applying an extension to each cell of the DP table to record the probability value of \( \{Z_1, \ldots, Z_l\} \). In the Poisson binomial distribution, \( \sum_{i=1}^{l} p_i \) is the mean and \( \sum_{i=1}^{l} p_i (1 - p_i) \) is the variance. We used this fact to obtain the mean and variance values in our experiments.

6. EXPERIMENTS

For learner vocabulary test results, [4] published a dataset based on crowdsourcing. We adopted this dataset for our experiments. According to [4], in this dataset, the vocabulary size test (VST) [1], which consists of 100 vocabulary questions, was completed by 100 learners who had taken the TOEIC test (https://www.ets.org/toeic) using a Japan-based crowdsourcing service called Lancers. The VST is a multiple-choice test in which the test taker selects the appropriate paraphrase of a word within an English sentence from four options. To avoid questions being solved based on grammatical clues that are irrelevant to knowledge of the word such as the difference between singular and plural words, all options are designed to be grammatically correct if they are replaced with the word in question.

Using this dataset, we trained a probabilistic classifier to classify whether each learner knows a given word and used the resulting probability values as \( p_i \) in Eq. (1). Because this is a binary classification problem, a neural classifier can be used. However, because improving classification performance was not the goal of this study, simple logistic regression was used to train the classifier. For the features of the classifier, we used the frequencies from the Corpus of Contemporary American English [3] and the British National Corpus [2]. The frequencies were converted into \( -\log(frequency) \) values and used as features. To make personalized predictions in which the prediction results differ from learner to learner, we simply added a \( J \)-dimensional one-hot vector as a feature, where \( J \) is the number of learners considered in the model. For this purpose, we followed the method presented by [5].

The Brown corpus was used as the set of texts for selection. To ensure that the lengths of the texts did not affect the experimental results, for each of the 500 texts in the Brown corpus, the first 300 tokens of the text were used in our experiments. From these 500 texts, our goal was to select one suitable for a learner’s incidental learning.

In this setting, incidental learning is likely to occur in high-performing learners because low-performing learners can read few texts from the Brown corpus. Therefore, we conducted our experiments based on the highest-performing learner, who correctly answered 96 of the 100 questions in the VST. We randomly selected a text from the Brown corpus and estimated the distribution of the vocabulary size acquired by this learner through incidental learning when reading the text shown in Fig. 1. This distribution is more informative compared to when only the mean is available.

The value and variance of the expected acquired vocabulary when reading each text are considered simultaneously in Fig. 2. Each point represents a text in the Brown corpus. For a given expected size of the acquired vocabulary, it is better for the learner to select the text with the lowest possible variance in the acquired vocabulary. This allows learners to increase their vocabulary with a lower risk of reading failure. The upper-left portion of Fig. 2 presents the most efficient set of texts that promotes incidental learning for this learner. Therefore, the vertical axis in Fig. 2 can be considered as the gain and the variance of the acquired vocabulary in the horizontal axis can be considered as the risk. Fig. 2 can be considered as a risk-return plot, which is often
used in finance [17].

In a risk–return plot such as in Fig. 2, selecting the upper-left points yields the lowest risk and highest gain. Therefore, the green dashed line created by connecting the upper-left points is called the efficient frontier. In Fig. 2, among the 500 texts, 5 texts on the efficient frontier were selected. In other words, we were able to narrow down the number of texts suitable for the learner’s incidental learning by a factor of 1/100. The choice of which of these 5 texts to select depends on the degree of risk that is acceptable for learners to increase their vocabulary. Although selecting one text among 500 is difficult for a human, selecting one text among 5 is relatively easy.

An interesting question is whether there texts that are efficient for most learners. An experiment was conducted to answer this question. Fig. 2 presents the efficient frontier for the learner with the highest score in the vocabulary test dataset. Similarly, we identified the top 30 highest-performing learners in a dataset consisting of 100 learners. Tab. A.1 presents the results. One can see that 7 texts were selected from the efficient frontiers of more than 10 learners, with the most common text being included in the efficient frontiers of 14 learners. These results indicate that the texts included in the efficient frontiers of learners are relatively stable, even though efficient frontiers vary by learner.

Although we leave the quantitative analysis of the texts in Tab. A.1 for future work, the following qualitative trends can be observed. The top text (first line in Tab. A.1) exhibits clear “contrasts.” In other words, difficult words such as “contrarieties,” which many English learners presumably do not know, occur with words that they are likely to know such as “belief” and “imagination.” However, because proper nouns are treated as out-of-vocabulary words, regardless of the learner, texts with many proper nouns are also likely to be listed as efficient texts by most learners in Tab. A.1, as shown in the second row of Tab. A.1. Addressing this factor is a topic for future study.

7. CONCLUSION

To select texts suitable for vocabulary acquisition through incidental learning, we proposed a method for calculating estimates of the vocabulary acquired through incidental learning for each pair of learners and texts based on the findings of applied linguistics. By considering the size of the vocabulary acquired as a type of gain for a learner, we introduced the concept of the efficient frontiers used in financial engineering for vocabulary learning. We experimentally showed that there are “efficient” texts suitable for incidental learning that are included in the efficient frontiers of many learners.

The introduction of the concept of efficient frontiers to language learning will enable vast future work in this field, including evaluation experiments over time using learning application logs, handling the aforementioned proper noun issue, and multi-text selection when reading multiple texts simultaneously. Our approach can also be used with modern portfolio theory [17] to identify the most efficient texts.
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### Table A.1: Texts that are frequently on the efficient frontiers of the top 30 learners.

<table>
<thead>
<tr>
<th>Number of times</th>
<th>Text</th>
<th>First 30 words of the text</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>In the imagination of the nineteenth century the Greek tragedians and</td>
<td>In the imagination of the nineteenth century the Greek tragedians and Shakespeare stand</td>
</tr>
<tr>
<td></td>
<td>Shakespeare stand side by side, their affinity transcending all the</td>
<td>side by side, their affinity transcending all the immense contrarieties of historical</td>
</tr>
<tr>
<td></td>
<td>immense contrarieties of historical circumstance, religious belief</td>
<td>circumstance, religious belief</td>
</tr>
<tr>
<td>13</td>
<td>The Theatre-by-the-Sea, Matunuck, presents “King Of Hearts” by</td>
<td>The Theatre-by-the-Sea, Matunuck, presents “King Of Hearts” by Jean Kerr and Eleanor</td>
</tr>
<tr>
<td></td>
<td>Jean Kerr and Eleanor Brooke. Directed by Michael Murray; settings</td>
<td>Jean Kerr and Eleanor Brooke. Directed by Michael Murray; settings by William David</td>
</tr>
<tr>
<td></td>
<td>by William David Roberts.</td>
<td>Roberts.</td>
</tr>
<tr>
<td>12</td>
<td>She describes, first, the imaginary reaction of a foreigner puzzled</td>
<td>She describes, first, the imaginary reaction of a foreigner puzzled by this “unseasonable</td>
</tr>
<tr>
<td></td>
<td>by this “unseasonable exultation”; he is answered by a confused,</td>
<td>exultation”; he is answered by a confused, honest Englishman.</td>
</tr>
<tr>
<td></td>
<td>honest Englishman.</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Into Washington on President-elect John F. Kennedy’s Convair, the</td>
<td>Into Washington on President-elect John F. Kennedy’s Convair, the Caroline, winged</td>
</tr>
<tr>
<td></td>
<td>Caroline, winged Actor-Crooner Frank Sinatra and his close Hollywood</td>
<td>Carloine, winged Actor-Crooner Frank Sinatra and his close Hollywood pal, Cinemactor</td>
</tr>
<tr>
<td>10</td>
<td>On the fringe of the amused throng of white onlookers stood a young</td>
<td>On the fringe of the amused throng of white onlookers stood a young woman of remarkable</td>
</tr>
<tr>
<td></td>
<td>woman of remarkable beauty and poise. She munched little ginger</td>
<td>beauty and poise. She munched little ginger cakes called mulatto’s belly and kept</td>
</tr>
<tr>
<td></td>
<td>cakes called mulatto’s belly and kept</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>As autumn starts its annual sweep, few Americans and Canadians</td>
<td>As autumn starts its annual sweep, few Americans and Canadians realize how fortunate they</td>
</tr>
<tr>
<td></td>
<td>realize how fortunate they are in having the world’s finest fall</td>
<td>are in having the world’s finest fall coloring. Spectacular displays of this sort are</td>
</tr>
<tr>
<td></td>
<td>coloring. Spectacular displays of this sort are</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Broadway the unoriginals To write a play, the dramatist once needed</td>
<td>Broadway the unoriginals To write a play, the dramatist once needed an idea plus the</td>
</tr>
<tr>
<td></td>
<td>an idea plus the imagination, the knowledge of life and the craft</td>
<td>imagination, the knowledge of life and the craft to develop it. Nowadays</td>
</tr>
<tr>
<td></td>
<td>to develop it.</td>
<td></td>
</tr>
</tbody>
</table>

### APPENDIX

**A. EXAMPLES OF EFFICIENT TEXTS**

Tab. A.1 lists the texts that are frequently on the efficient frontiers of the top 30 learners. The example texts were taken from the Brown corpus, which is available in the Natural Language Toolkit (NLTK, [https://www.nltk.org/](https://www.nltk.org/)).

**B. DATASET AND CODE**

The dataset used in this study was published in [4]. We plan to release our code at [http://yoehara.com/](http://yoehara.com/) or [http://readability.jp/](http://readability.jp/). The dataset by [4] is also available for download by following the links of these websites. Further information about this paper may be found in the following website: [https://rebrand.ly/edm223info](https://rebrand.ly/edm223info).

**C. DISCUSSION**

The fact that the top 30 learners were chosen in Tab. A.1 does not mean that, in general, our method cannot support less-skilled learners. In this case, our experiments assume a situation where the test-takers in the dataset by [4] were to conduct extensive reading on the texts taken from the Brown corpus. What matters is this combination: the Brown corpus is simply too difficult for less-skilled learners on [4], and incidental learning does not occur for them. If we use a text set easier than Brown corpus, incidental learning is more likely to occur even for low-ability learners, and the proposed method may be effective.