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ABSTRACT

Deep learning-based course recommendation systems often
suffer from a lack of interpretability, limiting their practi-
cal utility for students and academic advisors. To address
this challenge, we propose a modular, post-hoc explana-
tion framework leveraging Large Language Models (LLMs)
to enhance the transparency of deep learning-driven rec-
ommenders. Our approach utilizes course descriptions, so-
cial science theories, and structured explanation formats
to generate human-readable justifications, improving the
interpretability and trustworthiness of recommendations.
This study aims to enhance the Al-generated course rec-
ommendations by empirically evaluating the different LLM-
based explanations for course recommendations. With the
proposed explanation generation pipeline, four LLM-based
explanations were generated and surveys were collected
from course instructors to understand the efficiency of each
prompt design. Evaluation with three instructors indicates
that prompts integrating course context and the theory
of relevance significantly enhance explanation quality and
user satisfaction. Our findings highlight the importance of
content-specific elements in interpretable Al-driven educa-
tional tools, with implications for enhancing explainability
in learning analytics. This study provides insights for future
fine-tuning of course recommendation systems supported by
explainable artificial intelligence (XAI).
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1. INTRODUCTION

Artificial intelligence (AI) systems have been widely applied
in e-learning systems to provide personalized learning expe-
riences for enhanced engagement and achievement of aca-
demic learning outcomes [20, 19]. These systems have the
ability to predict academic performance [13, 22] and recom-
mend suitable courses according to a set of criteria [15, 11].
However, stakeholders (students, educators, etc.) often lack
domain-specific experience and face challenges in interpret-
ing and optimizing these Al systems. To this end, explain-
ability plays a critical role in AI in education—knowledge
of how a learner achieves their learning outcome provides
context and guides the decision-making process [12].

The importance of explainability in educational Al systems
can be described from several perspectives. First, in addi-
tion to increasing the adoption rate, explanations can re-
sult in actionable interventions for students, leading to bet-
ter learning experiences and achievements of learning out-
comes. For example, the performance of deep learning mod-
els can be enhanced by providing the rationale behind the
recommendations [23]. Furthermore, explainable AT (XAI)
tools facilitate insights leading to better educational prac-
tices that improve student support to achieve learning goals

(2].

XATI tools embedded within course recommendation systems
can assist learners navigate their academic pathways and
provide personalized course suggestions according to their
learning objectives [18, 15]. These systems are designed to
guide students through the complex course catalog (which
is often scaffolded) and help them make informed decisions
about which courses to read [16]. Previous studies have pro-
posed rule-based learning in course recommendation systems
by providing a chain of steps through well-organised rules,
while simultaneously avoiding overly complex rules that can
lower the quality of recommendations [7]. These rule-based
systems, however, cannot adapt to changes within the cur-
riculum leading to erroneous recommendations.

The extraction of keywords from course descriptions has also
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been exploited for course recommendation[28]. According
to Hilton’s theory of relevance [9], explanations are more
effective when causal relationships are explored within a
given context. However, such keyword-based method does
not provide conversational explanations nor do they fully
consider a student’s academic profile or the deeper contex-
tual relevance of course content. Despite growing efforts
to provide effective course recommendations, it is still un-
clear which explanation design can better support university
course recommendation systems. The challenge of generat-
ing effective, interpretable explanations that genuinely assist
students in the course selection process remains unresolved.

In the recent decade, Large Language Models (LLMs) have
demonstrated considerable potential in the domain of gener-
ating explanations for Al systems. LLMs possess the ability
to process and generate natural language text, making them
suitable for providing comprehensible and context-specific
explanations [27]. Attempts have been made to develop
analogous educational applications that leverage LLM to
provide explanations to users. For example, Swamy et al.
have proposed the LLM-based iLLuMinaTE pipeline, which
aims to provide explanations to student performance feed-
back and enhance its usability and actionability for students
[24]. Similarly, an LLM-based chatbot has been employed
for learning path recommendation, yielding satisfactory user
ratings for the generated responses. These efforts demon-
strate the potential of LLMs in addressing the interpretabil-
ity challenges currently faced by course recommendation sys-
tems [1].

With growing evidence that LLMs can improve the explain-
ability of Al-based course recommendations, the evaluation
and optimization of LLM prompt designs pose a critical chal-
lenge. Although automatic metrics such as BLEU [17] and
ROUGE [14] allow rapid evaluation of the design of LLM
prompts by evaluating the generated text, their reliance on
ground-truth references makes them less suitable for certain
educational applications, including explanatory course rec-
ommendation systems. Consequently, human evaluation re-
mains indispensable as it provides valuable insights into the
alignment of generated text with human expectations and
its practical applicability [25]. Surveys evaluating user expe-
rience are a crucial component in assessing the effectiveness
of XAT in educational settings [4]. To fine-tune Al-generated
course recommendations, an in-depth evaluation of different
prompt designs from stakeholders’ perspectives is necessary.

In educational applications, diverse cognitive theories have
been integrated into prompts to enhance the utility and ac-
tionability of LLM-generated explanations for students [24].
Similarly, different LLM models have also been compared
according to their ability to assist in the instruction of an un-
dergraduate statistics course [21]. Given that prompts can
significantly influence the generation process, these studies
underscore the need to examine the factors that influence
the generation of explanations to optimize educational out-
comes in course recommendation systems. In particular,
actors such as patterns that translate different knowledge
into software and structuring prompts profoundly affect the
quality of the generated text. The manner in which course
descriptions are incorporated into prompts may also impact
the effectiveness of explanations, necessitating further ex-

206

ploration. It is useful to note that outcome-based descrip-
tions [8] are often based on a set of predefined learning out-
comes, whereas the content-based descriptions [6] involve
the description of topics and subject areas, which, to a large
extent, are related across different courses. As discussed
in [24], incorporating theories from the social sciences can
also substantially improve the quality of Al-generated ex-
planations in educational settings.

To address the gaps above, this work improves Al-generated
course recommendations by empirically evaluating the dif-
ferent LLM-based explanations for course recommendations.
We propose a two-stage, post-hoc explainable course recom-
mendation system framework that leverages course descrip-
tions. In the first stage, a machine learning-based recom-
mendation model generates a list of suggested courses for
students. The second stage provides interpretability by gen-
erating explanations that assess the suitability of the recom-
mended courses with rationale being guided by the proposed
explanation generation pipeline. Using a structured prompt
design approach, we evaluated four distinct prompts, each
incorporating unique prompt patterns, course description fo-
cuses, and applications of social science theories. We assess
the effectiveness of the proposed approach by conducting
a study in which courses within a university were recom-
mended based on students’ prior academic performance and,
thereafter, with corresponding explanations generated. The
evaluation was performed by subject-domain experts and
learning science researchers, who evaluated the quality of
the generated explanations by comparing them against a
set of predefined criteria. Likert scales were used to quantify
their evaluations along with qualitative feedback to highlight
the strengths and weaknesses of the explanations. Three
instructors with different levels of experience (in terms of
years and courses taught) evaluated the explanations asso-
ciated with six students with diverse academic backgrounds.
Ratings were based on multiple scoring criteria across 120
explanations. Analysis of these evaluations offers valuable
insight into the overall effectiveness and interpretability of
the explanations generated by different prompts.

In this study, two research questions will be answered:

1. What is the efficiency of the proposed XAI course rec-
ommendation system framework in the university con-
text?

2. What are the key factors that contribute to effective
explanations in educational contexts?

2. METHODOLOGY

The overall workflow of the proposed framework is illus-
trated in Figure 1, which consists of three main components:
the course recommendation module, the explain module,
and expert evaluation.

2.1 Participants and learning context

This study was conducted at an engineering school in a
university. In the explanation generation phase, the aca-
demic profile of six undergraduate engineering students were
randomly selected each category—top, average, and strug-
gling performers. In the explanation evaluation phase, three
course instructors from the same university’s engineering
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Figure 1: Overall workflow of the explainable course recommendation framework.

school participated. These instructors consisted of expe-
rienced course coordinators, a senior lecturer, and a junior
lecturer, all of whom are responsible for teaching engineer-
ing courses. The instructors had varying levels of teaching
experience and curriculum design.

2.2 Explanation module development

The input to the explanation module is a list of recom-
mended courses generated by the course recommendation
module. The explanation module of the proposed framework
generates explanations detailing why these recommenda-
tions were generated using various strategies. These strate-
gies adopt common prompt patterns and integrate social
science and learning theories for enhancing their effective-
ness by generating explanations that are informative and
pedagogically effective.

Generation of recommendation list. The objective of the rec-
ommendation module is to generate a ranked list of courses
for students, a task that can be accomplished using any
course recommendation model. In this work, the recom-
mended courses are generated using a Bidirectional Encoder
Representations from Transformers (BERT)-based course
recommendation model [5]. The recommendation module
uses both historical academic achievements and course de-
scriptions. These course descriptions include the specific
topics covered in chronological order and are provided by
the course coordinators for the university’s approval. Hence,
student performance embeddings are defined based on prior
grades achieved over the past semesters, while course embed-
dings are generated using an LLM-based embedding func-
tion derived from course descriptions. The input represen-
tation of BERT consists of a sequence of tokens processed
into embeddings that include: token embeddings, segment
embeddings, and position embeddings. Similarly, student
embeddings, course embeddings, and a one-hot semester
embedding that indicates the semester in which a course
is taken are generated. The BERT model’s output is pro-
cessed by a softmax function, which generates a ranked list
of recommended courses, with higher-ranking courses having
a greater likelihood of being recommended.

Explanation Generation Pipeline. The explanation genera-
tion pipeline in our framework consists of four different parts
shown in Figure 2:

e General Introduction: presents an overview of the rec-
ommended course and its relevance to the student.
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General Introduction: You are an advisor for university
students in terms of their course selection. Based on the
courses the student taken before and the courses we
recommend, please evaluate ...

Student Prior Performance:
e.g. Course ID: Effective communication, Grade: 70.0 ...

Course description:

Outcome-based: The aim of this course is hence to take

students with no prior experience of thinking...

Content-based: Unit 1: Introduction to communication
Unit 2: Writing short proposals...

Detailed requirement:

e.g. The explanation should:

* **[dentify relevant skills or knowledge** acquired in
the student's previous courses that are **directly
applicable** to the recommended course...

Figure 2: Explanation generation pipeline.

Student Prior Academic Performance: highlights the
student’s academic performance across past semesters
and how it relates to the recommended course.

Course Descriptions: detailed descriptions of the rec-
ommended course, including learning outcomes and
content.

Detailed Requirements and Constraints: specific re-
quirements and constraints that the student should
consider when enrolling in the course.

Model Variations. To generate relevant explanations that
support decision making, there exist several factors affecting
the quality of generation:

1. Prompting pattern: A prompt is a set of instructions
that guides an LLM to generate responses for a spe-
cific task. In our context of explanation generation
for effective course recommendation, we consider two
widely accepted prompt patterns: persona pattern and
cognitive verifier pattern. Persona pattern directs the



Table 1: Comparison of Explanation Models

Model Prompting Pattern Course Description Relevance Theory

A Persona Outcome-Based No
B Cognitive Verifier Outcome-Based No
C Cognitive Verifier Outcome-Based Yes
D Cognitive Verifier Content-Based Yes

Table 2: Sample explanations generated by different model

Model Sample

The student has completed the foundation course CM001 in communication. CM002 is an advanced course building upon those skills.
Given the student’s prior successful completion of the foundational course, this advanced course is suitable. The student’s high grade in
CMO001 also indicates a good foundation and aptitude for this subject.

The student has a strong background in communication skills, as evidenced by their grade of 80 in CMO001, a foundation course in
academic and professional communication. CM002 builds upon this foundation by focusing on advanced skills in academic and
professional communication, including advanced skills for searching academic databases, evaluating sources and incorporating and
citing them appropriately in writing, as well as improving written and oral workplace communication. Therefore, CMO002 is a suitable
next step for this student, allowing them to further develop their already strong communication skills.

Based on the student’s transcript, they have successfully completed CMO0O01: a foundation course in communication for academic and
professional contexts. They achieved a grade of 80, indicating a good understanding of the foundational communication skills. CM002,
the recommended course, is an advanced course building upon these foundational skills. It focuses on advanced academic literacy,
information literacy, and professional communication skills such as writing emails, meeting participation, client interaction, and
professional image projection. Given the student’s prior success in CM001 and their demonstrated proficiency in communication-
related skills, CM002 appears to be a suitable next step in their academic journey. The advanced nature of CM002 aligns perfectly with
the student’s existing knowledge and ability, offering an opportunity to further refine and enhance their communication capabilities for

both academic and professional success.

Based on the student’s academic record, the recommended course CM002 is suitable. The student has demonstrated strong writing and
presentation skills in CMO001, achieving a grade of 80. This course covered various writing formats, including proposals, reports, and
presentations, directly aligning with the skills needed for CM002’s focus on FYP reports and technical presentations. The high grade
suggests a solid foundation in these areas. Additionally, the student’s strong performance in courses like Data Science and AI and
Algorithm Design and Data Structures, which required technical report writing and presentations, further supports their readiness for
CMO002. The student’s successful completion of multiple engineering courses also implies a capacity for independent research, a vital

aspect of the FYP project.

LLM to respond according to a specific predefined per-
spective. By defining a role (e.g., a university course
advisor), its output emphasizes salient aspects of the
explanation making it relatable, contextual, and rel-
evant to the learner. Cognitive verifier pattern, on
the other hand, directs the LLM through a structured
reasoning process. More specifically, by decomposing
complex queries into simpler sub-questions or verifica-
tion steps, the model focuses on specific details and
exploits domain-specific knowledge. This process not
only ensures accuracy and contextual relevance but
also adherence to a coherent logical structure [26].

. Types of course descriptions: Two broad methods are
commonly adopted for drafting course descriptions:
Outcome-Based Course Description: This approach is
founded on the principles of Outcome-Based Educa-
tion (OBE), which focuses on defining specific learn-
ing outcomes that students are expected to attain [8].
These outcomes form the basis for developing the skills
and knowledge required for learners. In our data
set, Outcome-Based Course Descriptions are drafted
by course coordinators and contain course objectives
and a set of intended learning outcomes. Content-
Based Course Descriptions: This approach is centered
around the subject matter and course content. It in-
corporates a comprehensive overview of the topics cov-
ered in chronological order and the learning methods
employed, ensuring that students have a good under-
standing of the academic content to which they will be

208

exposed [6].While this type of description helps stu-
dents make informed decisions based on their inter-
ests and academic needs, course descriptions, taken in
isolation, do not establish relationships between the
courses.

3. Social science theory: Hilton’s Conversational Model
of Explanation posits that the primary objective of an
explanation is to bridge knowledge gaps. By viewing
explanation as a process where the explainer actively
connects core issues with the broader context, the the-
ory highlights the importance of relevance and clarity
in an explanation [9]. For our context of course recom-
mendation systems, this theory directs the creation of
explanations that justify the recommendation of spe-
cific courses and provides the rationale in terms of rel-
evance to the student’s past academic achievements
such as courses taken and their associated grades.
Hence, the explanation becomes a tailored narrative
that addresses individual knowledge gaps and fosters
a deeper understanding of the recommendation pro-
cess.

To evaluate the effectiveness of different explanation strate-
gies, we compared four models that adopt the same meta-
prompt described in Figure 2. These models differ only in
their specific variations in prompt patterns, course descrip-
tion types, and the incorporation of social science theories.
These variations are detailed in Table 1. Given the eight
possible combinations that exist across the three dimensions,



Table 3: Student Selection

Table 4: Four scoring criteria

Student Profile

Two students who consistently achieve
high grades across all courses.

Two students with average performance
in most courses.

Two students who have encountered
difficulties in coursework, including
failing some courses.

Student Type

Top Performers

Average Performers

Struggling Performers

models A-D have been selected as the representative models
for evaluation. In particular, given the computational con-
straints and the human expert workload required for eval-
uation, these four models provide a balanced and sufficient
basis to draw initial conclusions about the impact of each
design choice. Examples of explanations generated by four
different models are shown in Table 2. These examples cor-
respond to the recommendation of a communication course

CMO002.

Each pipeline model was implemented using the Gemini 1.5
Flash LLM model to generate explanations. Comparing
these pipeline models allows us to assess how different
prompting strategies and theoretical frameworks influence
the clarity, relevance, and usefulness of the generated expla-
nations.

2.3 Data collection and evaluation method

We evaluate the quality of explanations generated by dif-
ferent models by conducting a study involving university
students, faculty members, and educational data mining re-
searchers.

While the data set consists of 2,795 engineering students
for training the recommendation model, a total of six stu-
dents with diverse academic backgrounds were selected for
the evaluation study. The students were grouped into the
following categories based on their academic profile in Ta-
ble 3. For each student, five courses were selected based on
the recommendations from the deep learning model. This
yielded a total of 120 explanations that were evaluated. This
selection allows the evaluation of the framework’s effective-
ness across various academic profiles.

An exhaustive analysis was conducted using the explana-
tions provided to a select group of students. Course in-
structors were invited to evaluate these explanations due to
their role in crafting some of the course descriptions. They
also serve as suitable assessors for the generated explana-
tions. We modeled three distinct scenarios likely to occur in
a real-world student course selection context:

1. Stakeholders, such as student care managers, who pos-
sess a comprehensive overview of course information.

2. Senior course instructors with substantial experience.

3. Junior course instructors with knowledge limited to a
few related courses.

To provide a comprehensive overview of the available per-
spectives, three course instructors from the same academic
institution as the students were involved. The expert panel
consisted of an experienced course coordinator, with ex-
tensive experience in teaching engineering students and in-
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Criterion Explanation

The explanation is easy to comprehend,

Clarity with clearly stated reasoning.

The explanation provides meaningful
insights into the student’s academic profile
and aids decision-making for course selection.

Effectiveness

The explanation establishes accurate causal
reasoning based on course descriptions and
prior student performance.

Relevance

The explanation is sufficiently detailed and
personalized, avoiding generic statements
that could apply to a wide range of students.

Specificity

depth understanding of the curriculum, a senior course in-
structor, and a junior course instructor. Each expert inde-
pendently evaluated the explanations’ quality and effective-
ness. To ensure a comprehensive evaluation, four scoring cri-
teria [3] were established: Clarity, Effectiveness, Relevance,
and Specificity, as detailed in Table 4:

2.4 Instrument: survey and open-end ques-

tions

The survey for human evaluators consists of two main sec-
tions: evaluation of explanations and open-ended feedback.
For the former, a set of recommendations was presented to
experts, accompanied by explanatory statements. The ex-
perts were invited to rate each explanation based on clar-
ity, effectiveness, relevance, and specificity along a six-point
Likert scale, with 1 representing “strongly disagree” and 6
representing “strongly agree.” In addition to the explanatory
statements, the student and courses profiles were provided
for context.

Post-Rating Reflections: Following the Likert-scale evalua-
tions, the experts were invited to provide additional reflec-
tions through a set of multiple-choice and open-ended ques-
tions. These questions aimed to gather broader impressions
of the explanations’ effectiveness in supporting students, as
well as suggestions for potential improvements. The survey
was administered via Microsoft Forms, with participants re-
ceiving links containing detailed instructions and the full set
of survey items.

3. RESULTS EVALUATION

3.1 Opverall performance

Inter-rater reliability was computed using the Intraclass
Correlation Coefficient (ICC) across the three experts. In
particular, ICC(3,1) was used, which estimates reliabil-
ity based on a single-rating, absolute-agreement, two-way
mixed-effects model. ICC values for clarity, effectiveness,
relevance, and specificity were 0.216, 0.437, 0.481, and 0.590,
respectively. Experts also showed borderline moderate to
moderate agreement on effectiveness, relevance, and speci-
ficity, using a specialized category approach; however, the
lower clarity score indicates more subjectivity related to this
criterion, possibly due to different expertise. This analysis
indicates which expert can benefit the most from the ex-
plainable course recommendation system.

As shown in Figure 3, the performance of Model A through
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Figure 3: Overall Performance of the Four Explanation Models on Four Scoring Criteria.

D is assessed across clarity, effectiveness, relevance, and
specificity. Each criterion is assessed by three evaluators,
who rated 30 explanations per model, yielding 90 ratings
per model and 120 per evaluator per criterion. The ensuing
discussion will elaborate on the findings and their implica-
tions.

Models C and D dominate in clarity, with 73%(66/90) and
80%(72/90) of their explanations rated as clear (“Strongly
agree” or “Agree”), respectively. Model D achieved uni-
versal moderate-to-high clarity (without “Strongly disagree”
ratings), while Model A and B achieved a lower score at
42%(38/90) and 49%(44/90), respectively. This difference in
score highlights how structured prompting (Cognitive Veri-
fier prompting pattern in Model C/D) and relevance theory
enhance comprehensibility—having more structured and de-
tailed prompt patterns significantly improve the comprehen-
sibility of the explanations. Incorporating relevance theory
appears to improve clarity by guiding the model to generate
more context-aware explanations. Model A and B likely suf-
fer from vague or generic outputs because of simpler prompt-
ing strategies.
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Effectiveness measures the degree to which the explanations
help students make informed course selections. The result
shows that Model C and D outperform A and B. Specifi-
cally, Model D achieved 71%(64/90) of its explanations as
“Highly effective” as opposed to 59%(53/90) for Model C. In
contrast, Models A and B scored a modest 50%. This sug-
gests that content-based explanations (e.g., detailing course
topics, skills, or prerequisites) are more actionable for stu-
dents than outcome-based descriptions (e.g., “improve criti-
cal thinking”). Incorporating detailed course content has a
more significant impact on students’ decision-making pro-
cesses than merely presenting learning outcomes. These re-
sults imply that explanations that focus on content help stu-
dents better align course recommendations with their aca-
demic goals.

Relevance, which evaluates connections between past
and recommended courses, shows Model D excelling:
44%(40/90) of its explanations received “Strongly agree” rat-
ings, and 94% achieved at least moderate relevance. A clear
performance gradient (A < B < C < D) aligns with increas-
ing prompt complexity. For example, Model D’s instruc-
tions to “identify shared skills, prerequisites, or thematic



Table 5: Average rating for different criterion on different
model.

Clarity Effectiveness Relevance Specificness
A 4.2 3 3.1 2.8
B 4.6 3.6 3.7 3.6
C 5.2 4.7 4.9 4.9
D 5.4 5.0 5.1 5.2

links” likely enabled richer relational reasoning. Content-
based approaches (D) also outperformed outcome-focused
ones (A/B/C), as topics and skills are more concrete than
abstract outcomes for establishing relevance.

Model D achieves the best performance in terms of speci-
ficity, with 54%(49/90) of its explanations rated “Strongly
agree,” compared to Model C’s 67%(60/90) in the top two
categories. This highlights its capability to generate highly
personalized and detailed explanations tailored to individ-
ual student profiles. Model A/B received predominantly
neutral /disagree ratings. This modest performance suggests
that they fail to provide adequately detailed or personalized
recommendations for students with varying academic back-
grounds. With more detailed prompting patterns provided,
the explanations tend to be more personalized.

The evaluation reveals consistent superiority of Model C
and D over Model A and B across all criteria, as summa-
rized in Table 5. Model C and D achieved average ratings
1.5-2 times higher than their counterparts, underscoring
the transformative impact of structured prompt design and
content-driven explanations. The performance gap stems
from three interrelated factors. First, Cognitive Verifier
prompting pattern enhanced clarity and specificity by en-
forcing logical flow and tailoring outputs to individual aca-
demic profiles. Second, content-based explanations, which
emphasize course topics, exhibited more actionable and rele-
vance than outcome-focused descriptions. By grounding rec-
ommendations in tangible academic elements, Model C and
D helped students map suggestions to their goals, whereas
vague outcomes in Model A /B led to generic or unconvincing
explanations. Third, the integration of relevance theory in
Models C and D, which prioritizes contextual relationships
such as shared skills or thematic overlap between courses,
amplified their ability to establish meaningful connections.
This approach not only improved relevance ratings, but also
strengthened perceived effectiveness, as students could bet-
ter trace the rationale behind recommendations.

3.2 Model performance across student aca-

demic profiles
Figure 4 illustrates the performance of four models (A, B,
C, and D) across four evaluation metrics for students at var-
ious academic performance levels: top performers, average
performers, and struggling performers.

A consistent trend of increasing performance from Model A
to Model D is observed across all student categories when
evaluated against the four scoring criteria. Notably, Model
D consistently outperforms the other models across the stu-
dent groups, regardless of academic standing. Top Perform-
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Figure 4: Performance of the Four Models on Different Stu-
dent Category.

ers: Model C and D deliver high-quality explanations, with
average scores exceeding 4.0 across all criteria. Average
Performers: Model D demonstrates consistent performance
across all four criteria, with scores consistently above 4.2.
Model C also maintains competitive scores, ranging from
4.0 to 4.3 across all metrics, showing its adaptability to stu-
dents with balanced academic profiles. Struggling Perform-
ers: Model C significantly outperforms Model A and B, with
scores nearing 4.0 in all four categories. Furthermore, an im-
provement in performance by Model D is evident, with an
average increase of 0.5 to 0.7 points, particularly in Effec-
tiveness and Specificity. This finding suggests that Model
D has the ability to provide tailored support for underper-
forming students.

The consistent and comparable performance of Model C and
D across all metrics and student groups suggests strong gen-
eralizability, effectively serving students with diverse aca-



demic profiles without bias. Model D, in particular, demon-
strates robust performance, maintaining high scores in all
student categories, indicating a strong capacity to provide
tailored high-quality recommendations that align with indi-
vidual academic needs. Neither model exhibits a significant
decrease in scores for any student group, further supporting
their efficacy across varied academic profiles.

3.3 Rating trends across different experts

As illustrated in Figure 5, the ratings provided by three
different experts—experienced course coordinator, senior
course instructor, and junior course instructor—are pre-
sented for the four models (A, B, C, and D) in four eval-
uation criteria. It is evident that the three expert groups
exhibit a consistent consensus that the performance of the
model undergoes a progressive enhancement from Model A
to Model D in all four criteria, which is in line with the
conclusion from Figure 3 and Figure 4. It is useful to note
the strong consensus among the three expert groups on the
superior performance of Model C and D, which exhibited a
remarkable capacity to generate clear, effective, and perti-
nent explanations.

In addition, we also note that experienced course coordi-
nators with a deep understanding of course structures and
academic requirements, impose a more rigorous evaluation
standard. This is supported by their lower ratings compared
to the senior and junior instructors, implying a modest level
of support by the generated explanations to learners with
extensive knowledge of the course settings. In contrast, se-
nior and junior course instructors provide analogous ratings
across the majority of criteria, particularly with regard to
Model C and Model D. This congruence indicates that both
groups find the explanations generated by these models to
be of significant value in facilitating the course selection pro-
cess. These explanations likely offer actionable insight and
clear reasoning to support instructional needs and teaching
responsibilities such as academic advisory tasks.

Based on the above findings, we conclude that the explana-
tions generated are more instructive and effective for stake-
holders with less experience in course design and instruction.
More specifically, the detailed analyzes and structured rec-
ommendations generated by Model C and D appear to be
beneficial to these groups—they can potentially support de-
cision making and improve understanding of the relevance
of the course to the academic profile and prior courses. Fur-
thermore, we infer that students who, in general, are less
familiar with course structures and content compared to in-
structors, are likely to find these explanations helpful. This
finding underscores the significant potential of models such
as C and D in helping the students understand how the rec-
ommended (candidate) courses may scaffold prior courses
to support the course selection process. These models can,
therefore, provide customized guidance and support mean-
ingful academic decision making, contributing thus to the
holistic development of students.

3.4 Insights from open-ended responses

The human evaluators were also invited to offer qualita-
tive feedback regarding the aspects that rendered the ex-
planations beneficial and the aspects that can further be
improved. The feedback provided by the experts varied in
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its perspective, and the evaluation of the explanations ex-
hibited significant variation depending on the model em-
ployed. Among the models that were considered beneficial,
experts highlighted the importance of presenting the grades
of previously undertaken courses and how these courses are
associated with the content of the recommended courses to
assess the quality of the explanation.

To improve the clarity of the explanations, the evaluators
suggested incorporating visualizations to highlight the rela-
tionships between courses, thus improving comprehension.
They also highlight the usefulness of incorporating quan-
titative information (e.g., grade point average associated
with previous courses or predicted grades for the recom-
mended courses) to understand the rationale behind the gen-
erated recommendations. Although achieving high grades
may not be the only factor influencing course selection, pro-
viding “explanation behind the explanation” offers greater
insights and improves trust in the recommendation sys-
tems. In summary, the quality of the explanations is model-
dependent—Model C and D were deemed adequate in gen-
erating helpful explanations as these models provided suffi-
cient information on prior performances and clearly estab-
lished the correlations with the recommended courses. Ex-
tending beyond the use of text by incorporating a variety
of presentation styles will enhance the comprehensibility of
the generated explanations. Moreover, the integration of
information derived from predictive models or other educa-
tional models has been identified as a potential strategy to
augment the effectiveness of the explanations, a benefit that
would be further compounded if these models were to be
integrated with existing recommendation systems.

4. DISCUSSION

The primary contributions of this study are as follows:

1. The development of an LLM-based course description-
driven framework to generate natural language expla-
nations for Al course recommendation systems;

2. The evaluation of the generated explanations based on
academic profiles and comparison of different prompt-
ing patterns;

3. The analysis of the effectiveness and key factors con-
tributing to good explanations.

In conclusion, this study offers an important contribution to
LLM-based explanable course recommendations driven by
course descriptions, specifically Model C and D, as a sup-
port for the student course selection process. Regarding the
first research question, the effectiveness of the explanation is
model-dependent—Model C and Model D achieved satisfac-
tory results. Moreover, comparing the ratings by different
experts indicates the potential of acceptance and effective-
ness for students who lack expertise and experience in the
courses and curriculum. As for the key factors that can help
generate effective explanations, based on the analysis of the
rating results, a more detailed prompt pattern would bene-
fit clearer text generation. By translating the theory of rel-
evance [9], the model would be better equipped to explore
the relevance among courses and explain them in detailed
topics, which in turn makes the explanations more helpful
and personalized. By utilizing content-based course descrip-
tions, more effective and personalized explanations can be
achieved.
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Figure 5: Rating of the Four Models on Different Experts.

The satisfactory results for both Model C and Model D in-
dicate that the different types of course descriptions used
may contribute to the effectiveness of explanation genera-
tion. The study could be generalized to students with differ-
ent academic abilities by providing customized instructions
and to various learning contexts, including K-12 education
and online learning environments such as intelligent tutoring
systems and Massive Open Online Courses (MOOCs) [10],
provided the learning context is fully specified. The objec-
tive of this work is to enhance the interpretability of course
recommendation systems, with the aim of improving the ed-
ucational experience of students and supporting educators
in making data-driven decisions.

S. LIMITATIONS AND FUTURE WORK

The study has several limitations. First, the evaluation was
performed from the course coordinators’ and educators’ per-
spective. To develop a more holistic understanding, further
evaluations should include other stakeholders in the pro-
cesses around developing student course preferences (e.g.,
students, student care managers, academic administrators,
and mentors). Their insights can offer a broader range of
viewpoints. In addition, the current study involved a lim-
ited number of experts. Future research focusing on a wider
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population and more experts would yield more robust and
generalizable findings.

The present study focuses on explanations based solely
on course descriptions and presented in text format. In
subsequent research efforts, the incorporation of additional
modalities, including visual aids and interactive elements,
has the potential to improve the clarity and efficacy of the
explanations. This multimodal approach has the potential
to better communicate information to various stakeholders.
Moreover, the integration of the explainable course recom-
mendation system with other educational applications could
facilitate more detailed analysis and support student course
selection. This integration could offer a more comprehensive
educational decision support tool.
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