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ABSTRACT
Multimodal Learning Analytics (MMLA) has emerged as a
powerful approach within the computer-supported collab-
orative learning community, offering nuanced insights into
learning processes through diverse data sources. Despite its
potential, the prevalent reliance on traditional instruments
such as tripod-mounted digital cameras for video capture
often results in sub optimal data quality for facial expres-
sions captured, which is crucial for understanding collabo-
rative dynamics. This study introduces an innovative ap-
proach to overcome this limitation by employing 360-degree
camera technology to capture students’ facial features while
collaborating in small working groups. A comparative anal-
ysis of 1.5 hours of video data from both traditional tripod-
mounted digital cameras and 360-degree cameras evaluated
the efficacy of these methods in capturing Facial Action
Units (AU) and facial keypoints. The use of OpenFace re-
vealed that the 360-degree camera captured high-quality fa-
cial features in 33.17% of frames, significantly outperforming
the traditional method’s 8.34%, thereby enhancing reliabil-
ity in facial feature detection. The findings suggest a path-
way for future research to integrate 360-degree camera tech-
nology in MMLA. Future research directions involve refining
this technology further to improve the detection of affective
states in collaborative learning environments, thereby offer-
ing a richer understanding of the learning process.
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1. INTRODUCTION
In recent years, the field of education has witnessed a trans-
formative shift towards leveraging advanced technologies to
enhance our understanding of learning. Among these inno-
vations, Multimodal Learning Analytics (MMLA) has
emerged as a pivotal approach, offering nuanced insights into

the dynamics of collaborative learning. MMLA expands the
scope of traditional learning analytics by integrating a di-
verse array of data sources, encompassing not only digital
interactions but also leveraging sophisticated sensory tech-
nologies. This approach facilitates a deeper understanding
of the complex interplay between cognitive and affective fac-
tors in learning environments. Despite the significant ad-
vancements in MMLA, the practical deployment of these
technologies in real-world educational settings presents a
myriad of challenges, ranging from technical hurdles to the
intricacies of data interpretation [13]. Moreover, while the
affective dimension of learning has gained increasing recog-
nition for its impact on educational outcomes, the method-
ologies for capturing high quality affective features in col-
laborative settings remain underexplored.

This study is positioned at the intersection of these critical
areas of research, aiming to bridge the gap between theoret-
ical advancements in MMLA and their practical application
in educational settings. The focus of this exploratory re-
search is to evaluate the efficacy of 360-degree camera tech-
nology in enhancing video data quality for face-to-face col-
laborative learning scenarios. This technology is scrutinized
for its potential to offer a more comprehensive capture of the
learning environment compared to traditional video meth-
ods. Despite the inherent higher costs and potential de-
mands for greater computational power, this study seeks to
establish a foundational understanding of how 360-degree
cameras could significantly improve the quality of data nec-
essary for effective detection of affective states during small
group interactions. By exploring these avenues, the study
seeks to contribute to the ongoing discourse on improving
the accuracy and reliability of multimodal data analysis in
educational research, through novel ways of collecting infor-
mative datasets.

2. BACKGROUND
2.1 MMLA in Collaborative Learning
Collaborative learning is a complex sense-making process
in which group of students works together to co-construct
knowledge via iterative social interactions [?]. During group
collaboration, students present their ideas, explain to their
peers on understanding concepts, solving tasks, and jus-
tify ideas in response to questions, challenges, and conflicts.
MMLA represents a significant evolution in offering a so-
phisticated framework for understanding the intricacies of
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group learning dynamics in collaborative learning environ-
ments. By extending beyond the traditional analysis of
student interactions through digital platforms, which pre-
dominantly utilize input devices like keyboards and mice,
MMLA captures the richness of collaborative interactions.
These interactions are characterized by varying degrees of
technological mediation, from fully [21] to partly [18], or
even completely unmediated scenarios [20], encompassing
interactions not only between students and teachers [6] but
also within the tangible learning environments [22]. A focal
point of MMLA in collaborative settings is the exploration
of learner attributes that are difficult to quantify without
advanced sensing technologies. This includes analyzing emo-
tional states [12], cognitive conditions [16], distractions [10],
and stress levels [17] within group contexts. Initially, video
and audio recordings served as the principal data sources
for MMLA due to the limitations of available technology.
As sensing technologies have advanced, MMLA has seen
a marked evolution, incorporating a broader range of data
modalities. The practical application of MMLA in such en-
vironments often involves the use of diverse sensors, includ-
ing eye-trackers, positioning systems, wearable microphones,
and physiological sensors on wrists or chests, alongside so-
phisticated audio and video processing algorithms [1]. This
technology suite generates a wealth of multimodal data, en-
abling a comprehensive analysis of the complex phenomena
inherent in collaborative learning.

2.2 Affect Detection
Learners may experience a variety of cognitive-affective
states when they are assigned difficult tasks to solve, in-
cluding confusion, frustration, boredom, engagement/flow,
curiosity, anxiety, delight, and surprise [9]. These expe-
riences underscore the complexity of the learning process,
where cognitive and affective dimensions intertwine, necessi-
tating a comprehensive approach to understanding learning
dynamics. Building upon cognitive foundations, the realm
of MMLA equally delves into the affective dimensions of
learning. Central to this exploration is the Control-Value
Theory of Achievement Emotions (CVTAE), a cornerstone
in affective domain research within MMLA [15]. CVTAE’s
application across MMLA studies stems from its pivotal role
in bridging the gap between affective computing and intelli-
gent tutoring systems, highlighting the intricate relationship
between learners’ affective states and their learning experi-
ences. The integration of CVTAE within MMLA is further
supported by advanced analytical frameworks and tools, no-
tably the Facial Action Coding System (FACS) developed by
Ekman et al. [7] and operationalized through technologies
like the OpenFace library [2]. In the context of MMLA,
video data emerges as a critical medium for capturing non-
verbal cues that are essential for understanding collabora-
tive learning dynamics. Video data allows for the analysis of
student-student behaviors that are crucial for group success
and individual contributions that facilitate self-assessment
and personal growth within group settings [23]. The sophis-
ticated analysis of video data, including facial expressions
and body language, offers insights into the multifaceted af-
fective factors that influence collaborative learning quality.

2.3 Real Classroom Implementation
Implementing MMLA within classroom environments
presents a number of challenges that must be navigated care-

fully. A primary challenge is the inherent complexity and
noisiness of data collected in naturalistic settings. These
in turn complicates the process of interpreting student in-
teractions. Both practical and logistical hurdles frequently
arise when deploying MMLA innovations in real-world edu-
cational contexts. Some of these challenges include difficul-
ties in setting up sensing tools for data collection, the in-
creased workload for educators, and ensuring that the sens-
ing tools do not impede on students’ learning experiences
[13, 4].

One observational study highlights these challenges by em-
ploying several machine learning detection algorithms to de-
tect expressions of negative emotions in a classroom [4].
The study particularly utilized OpenFace to detect nega-
tive facial expressions from video data. However, the re-
sults showed the face detecting tool missed a majority of
faces in the dataset. This was attributed to the tool’s inad-
equacy in recognizing faces when not fully visible, leading to
missed detection and inaccuracies in interpreting expressions
[4]. Such outcomes highlight the necessity for the collection
of high-quality, comprehensive multimodal data to improve
the reliability and validity of analytic tools for MMLA. In
this study, by testing innovative data collection and anal-
ysis methods, we aim to provide researchers with practical
insights on optimizing the data collection, leading to future
improvements to reliability in using MMLA tools.

2.4 360-degree Camera in Education
The advent of 360-degree camera technology introduces a
novel dimension to the capture of educational content, lever-
aging omni-directional or multi-camera systems to record
footage from every angle simultaneously. This technology
stitches videos together to create a comprehensive spheri-
cal view, allowing users to explore the environment in any
direction they choose. Such immersive experiences can be
accessed through various devices, ranging from computers
and smartphones to Head Mounted Displays (HMDs), offer-
ing both non-immersive and immersive viewing experiences
respectively [19]. Recent reviews have highlighted the appli-
cation of 360-degree cameras as educational tools, particu-
larly when used in conjunction with HMDs for an immersive
learning experience [8].

Despite the growing interest in leveraging 360-degree video
for educational purposes, its application within the domain
of MMLA remains unexplored. Specifically, there appears
to be a gap in the use of 360-degree cameras for captur-
ing high-quality video data in MMLA research, particularly
in the context of face-to-face collaborative learning among
small groups. Addressing this gap, our study introduces the
use of 360-degree cameras as a potential solution to enhance
the quality of video data collection in live, collaborative set-
tings involving groups of three to four students. This ap-
proach aims to overcome the limitations of traditional video
capture methods, providing a more holistic view of the learn-
ing environment and facilitating a comprehensive analysis of
group interactions.

2.5 Research Questions
To assess the effectiveness of this technological intervention,
the research is guided by two critical questions:



(RQ 1) How does the effectiveness of utilizing a 360-degree
camera compare to traditional video capture methods in
detecting facial features within small group interactions in
classroom?

(RQ 2) How effectively does OpenFace, a facial recognition
toolkit, extract facial features from all students simultane-
ously within small group interactions?

3. METHODS
3.1 Context
The dataset comprises classroom observations from a group
activity during the discussion session of an introductory dig-
ital learning environment course at a Midwestern Univer-
sity. The objective of the activity was to engage students
with a web-based immersive science learning environment,
HoloOrbits (Figure 1). HoloOrbits was initially developed
for Microsoft HoloLens2 via Universal Windows Platform
(UWP) within Unity. A new version of HoloOrbits was
developed using WebGL via Unity to make the simulation
more accessible to students. The goal of the simulation was
to help students learn about planetary motion and Kepler’s
laws. The simulation immerses students in the factual and
conceptual understanding of the elliptical orbits within a
”newly” discovered exoplanetary system. HoloOrbits offers
tools enabling students to simulate abstract components of
the planetary system and collect data (e.g., distances be-
tween celestial objects) necessary for understanding the or-
bital system and Kepler’s laws. The main learning goal is
to create experiences that support students in grasping sci-
entific concepts and foster agency by empowering them to
conduct their own scientific investigations. Following this
main activity, the students worked in groups to reflect on
the task and the design of the simulation. The entire activ-
ity lasted approximately 1 hour and 30 minutes, with the
students taking a 10-minute break between the interaction
and reflection phases of the activity.

Figure 1: HoloOrbits: A web-based immersive science learn-
ing simulation

3.2 Participants
The dataset collected consisted of 2 different classroom ob-
servations. A total of 24 out of the 39 students consented
to participate in the research. The participants worked in
groups of 2 to 4 students. Ethical approval was obtained
from the institutional review board of the authors’ institu-
tion. We collected the demographics of the participants.

Local devices were used for storing and processing partic-
ipants’ data. We used open-source tools, de-identified the
data, and used pseudonyms after processing it via open-
Face.This preliminary study focused on two groups within
the same classroom observation. One group contained four
students whose video was captured using GoPro 360-degree
Max camera (Yellow Group) and another group with three
students whose video was captured using a tripod and Go-
Pro Hero10 camera (Red Group) (see Figure 2). These two
groups were ideal as each student had their own devices to
work on the stimulation. Both groups were positioned in the
corners of the classroom, with the red group benefiting from
a more controlled viewing angle, as the camera was pointed
towards a corner of the classroom.

Figure 2: Schematic of the classroom for data collection

3.3 Post-processing
The 360-degree cameras generated .360 files, which were con-
verted using .H264 encoder with equilateral projection into
.mp4 files (ProRES files) using GoPro’s proprietary software
(GoPro Player). These videos were stitched together as Go-
Pro capture video in chunks of 20 mins. Adobe Premiere
Pro v24.1 was used to convert ProRES .mp4 files to create
the Top-Down view (TDV) as well as Face view (FV)(see
Figure 3). FV was setup as a means to isolate and maxi-
mize the exposure of individuals’ faces to the camera lens,
while TDV was set up as a means to isolate and maximize
the exposure of the groups’ physical interactivity to the cam-
era lens. Both views were intended to capture peer-to-peer
collaborative interactions. We used an Adobe plugin for Go-
Pro 360 footage to modify the direction of the cameras to
get both views. For the tripod setup, the output .mp4 files
were stitched using Adobe Premiere v24.1 to obtain the tra-
ditional view (TV). The final videos were 24 fps with 1080p
resolution in .mp4 format.

OpenFace v2.2.0 facial behavior analysis toolkit[3] was used
to extract facial features. The multiple faces mode was used
to extract the following three categories of facial features:
(1) eye gaze direction, (2) head pose, and (3) facial action
units(AUs) (see Figure 4). OpenFace v2.2.0 provides con-
fidence of the predicted values for each frame which range
from 0 to 1. Any frame with confidence greater than or equal



Figure 3: Three video capture views. FV (top-left) and TDV
(top-right) are from a 360-degree camera and TV is from a
tripod and traditional camera (bottom)

to 0.75 has a success variable (binary) equal to 1. These
frames contain facial action units or AUs which are instru-
mental in detecting affect.

Figure 4: High quality OpenFace facial feature capture. FV
(top-left) and TDV (top-right) are from a 360-degree camera
and TV is from a tripod and traditional camera (bottom)

3.4 Analysis
In this study, we analyzed a single session to remove exter-
nal variables like session duration, intervention types, and
instructor-student interaction. R version 4.1 was utilized for
comprehensive statistical analysis, encompassing both de-
scriptive statistics and inferential tests such as the Kruskal-
Wallis test for non-normally distributed data, followed by
Dunn’s post-hoc test with Bonferroni correction. To capture
the dynamic interactions within small groups, 360-degree
cameras were employed to derive two specialized views: a
Top-Down View (TDV) and a Face View (FV), designed
to provide comprehensive angles for facial feature analysis.
Additionally, a Traditional View (TV) was obtained from a
conventional video capture setup using a tripod and GoPro
Hero10.

Group-wide High quality facial feature detection criteria
were established based on two conditions: (1) when Open-
Face has a confidence level of 0.75 or higher for each frame
captured (Success = 1), and (2) all students in the group
are simultaneously detected. Frames that adhere to this cri-
teria will be referred to as high quality facial features in this
paper. A confidence threshold of 0.75 was set as a prerequi-

site for detecting facial action units using OpenFace. This
criteria is important in educational research as the lower the
detection, the less examples or events can be extrapolated
and interpreted. This major increase in high quality facial
frames found in FV compared to TV, explains the need for
better camera angle capturing for this particular extraction
of facial feature data. This stringent selection ensures the
reliability of future affect detection in collaborative learning
environments, highlighting the significance of AUs captured
for all group members.

To address Research Question 1 (RQ 1), the relative effi-
cacy of 360-degree cameras is compared against traditional
video capture methods in detecting facial action units, aim-
ing to understand their effectiveness in a classroom setting.
This is done by conducting statistical analysis using a non-
parametric test, the Kruskal-Wallis test, followed by Dunn’s
post-hoc test with Bonferroni correction. To address Re-
search Question 2 (RQ 2), the generation of time series data
for Top-Down, Face Views, and Traditional view, along-
side statistical analysis for high-quality video feature capture
for the three views, enables a rigorous evaluation of Open-
Face—a facial recognition toolkit—in accurately extracting
facial features from all students within small group interac-
tions.

4. RESULTS
(RQ 1) Table 1 shows the descriptive statistics of video data
from TV, FV, and TDV angles, revealing significant vari-
ations in data capture efficiency and processing endpoints.
The TV and FV angles demonstrated superior capture ef-
ficiency, with unique frame counts significantly exceeding
that of the TDV angle, which indicated potential detection
limitations or increased frame redundancy.

Table 1: Descriptive statistics summary of video frames by
view

View Angles Total Unique Unique Frame
Frames Frames Percentage (%)

TV (Traditional) 120,504 115,509 95.85
FV (Face) 117,648 116,535 99.05
TDV (Top-Down) 117,648 106,266 90.31

The histograms in Figure 5 revealed a non-normal distribu-
tion of the confidence levels captured by OpenFace for the
frames across the three different viewing angles. For this
reason, non-parametric tests were used for testing signifi-
cant differences between the view angles. The visualizations
revealed the differences descriptively, but to confirm the dif-
ferences statistically, the Kruskal-Wallis test and the Dunn’s
post-hoc analysis with Bonferroni correction were used.

The Kruskal-Wallis test’s significant result (χ2 = 82273.378,
df = 2, p = 0) indicates that there are differences in the me-
dian confidence values across the three camera views (FV,
TDV, and TV). The Dunn’s post-hoc analysis with Bon-
ferroni correction as shown in Table 2 confirms that each
pair of groups significantly differs from each other in terms
of median confidence values. The negative Z-value for the
TDV-TV comparison suggests that the rank sum (and thus
the median confidence) for TDV is lower than for TV, while
positive Z-values for FV-TDV and FV-TV comparisons sug-
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Figure 5: Histograms displaying the distribution of confidence
levels with frame frequency across three views

gest higher rank sums (and median confidence) for FV com-
pared to TDV and TV, respectively. The significance across
all comparisons suggests that the camera views have statisti-
cally significantly different impacts on the confidence values,
with FV potentially having the highest median confidence
values, followed by TV and then TDV, based on the direc-
tionality indicated by the Z-values.

Table 2: Summary of Kruskal-Wallis and Dunn’s Post-hoc
test results for the three views

Pairwise Z -value p-value Adjusted
Comparison p-value
FV vs. TDV 242.35 < 0.0001* < 0.0001*
FV vs. TV 238.34 < 0.0001* < 0.0001*
TDV vs. TV -18.99 < 0.0001* < 0.0001*

* indicates statistical significance.

Table 3 shows a notable disparity in the detection of high-
quality frames among the three view angles: TV, TDV, and
FV. The FV demonstrates a significantly higher efficacy in
yielding high-quality frames, with 39,026 frames, which con-
stitutes 33.17% of the total frames analyzed. Conversely,
the TDV angle shows a markedly lower success rate, with
only 533 high-quality frames recorded, amounting to a mere
0.45% of the total frames. The TV angle, while better than
TDV, still yields a relatively low number of high-quality
frames at 6,215, representing 8.34% of the total frames.

Table 3: Number of frames with high quality facial feature
detection and their percentage of total frames

View angles High quality Percentage of total
frames frames (%)

TV (Traditional) 6,215 8.34
TDV (Top-Down) 533 0.45
FV (Face) 39,026 33.17

(RQ 2) The time series plots in Figure 6 showcase the cap-
ture of high quality facial features across time for the three
views. The visualizations revealed that high quality facial

features were captured for FV at a relatively consistently
rate across time when compared to the other views.

Traditional view (TV)

Top Down View (TDV)

0 20 40 60 80

Time (mins)

Face View (FV)

break

Figure 6: Time series of high quality facial feature detection
from all three views

Figure 7 includes time series plots, illustrating the detection
of facial features over time for each student from two views:
FV and TDV, both of which were captured using 360-degree
footage. However, there are noticeable differences in per-
formance between FV and TDV. For example, FV S1 and
TDV S1 showcase differences in the amount of facial fea-
tures of the frames captured for student 1 (S1). These facial
features have a confidence level of greater than 0.75. FV
captured more frames with facial features than TDV. Par-
ticularly, within TDV, facial features captured for S3 and
S4 are much worse when compared to S1 and S2.

5. DISCUSSION
This study examined the application of 360° camera tech-
nology in MMLA to enhance the capture and analysis of
facial features in collaborative learning settings. Recog-
nizing the limitations inherent in traditional video capture
methods, particularly tripod-mounted video cameras, this
research sought to address the challenges that these con-
ventional techniques pose in accurately capturing facial fea-
tures, a key element in analyzing collaborative behaviors.

The variation in unique frame detection across camera views
indicates their varying efficiency in facial feature capture for
data analysis. Top-Down view’s (TDV) lower frame count
suggests difficulties in facial features captured, whereas Tra-
ditional view (TV) had an average performance. Face view
(FV) showed the highest efficiency in frames detected for
facial features by OpenFace. Focusing on high quality facial
feature recognition, the FV outperformed the other views.
This high percentage underscores the effectiveness of facial
detection technology when applied to face view, likely due
to the full visibility of facial features, which facilitates ac-
curate detection and recognition. Additionally, the times
series plot of FV shown in 6 showcases the consistently high
quality facial feature recognition across time compared to
the other views. This may be crucial, especially when build-
ing real-time feedback systems which rely on the quality of
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Figure 7: Time series of successful detection of facial features for FV vs TDV

the data collected. These insights could help educational re-
searchers obtain higher quality datasets to detect meaningful
collaborative interaction behaviors within small groups.

However, despite being captured from 360-degree camera,
TDV struggled in the detection of facial features. Due to
the way OpenFace has been trained to recognize human
faces, it was particularly bad at detecting faces that were
upside down, which is a feature of the TDV setup (see S3
and S4 in TDV in Figure 3). This highlights the need for
improved algorithms or methods tailored to 360° camera per-
spectives. Nevertheless, we remain optimistic that TDV will
enhance the ability to capture peer-to-peer posture-based in-
teractions more effectively than the FV.

As MMLA advances towards the automatic detection of
complex latent constructs, such as confusion [12], within
the realm of collaborative learning, the necessity for evolving
traditional classroom data collection methodologies becomes
apparent. The integration of high-quality data capture tools
is paramount to accurately capturing the nuanced behaviors
indicative of these constructs. In this light, this study advo-
cates for the use of 360-degree cameras, such as those with

the capability of capturing a 360 panoramic view, for face-
to-face collaborative activities, especially involving groups
of 3 or 4. These devices not only facilitate comprehensive
capture of student-student interactions but also provide the
means to extract high-quality facial features using toolkits
like OpenFace that provides facial action units (AUs) like
Brow Lowering (AU4), Eyelid Tightening (AU7), and Lip
Tightener (AU23) which are essential for affect detection [5,
14, 11]. However, it is imperative to acknowledge the inher-
ent challenges associated with the adoption of 360-degree
cameras. Despite their potential to offer detailed insights
through high-quality facial features, the cost implications
and the substantial pre-processing requirements for feature
extraction cannot be overlooked. These cameras represent a
significant investment and necessitate considerable compu-
tational resources for data processing.

Future work will employ 360 cameras to understand the in-
teraction between affective states of student groups using
AUs and their collaborative interactions for various collab-
oration constructs. In addition, the exploration of pose es-
timators like OpenPose across various camera views to en-
hance the detection of pose estimation will further support



the robust analysis of collaborative learning environments.
Through these efforts, we aim to bridge the gap between
MMLA technology and its practical application, contribut-
ing to the advancement of educational technologies.

6. CONCLUSION
The exploration of 360-degree camera technology for MMLA
represents a pivotal advancement in data collection meth-
ods employed for the analysis of collaborative learning pro-
cesses. The study demonstrated that 360-degree cameras
provide a substantial improvement over traditional tripod-
mounted cameras in capturing high-quality facial expres-
sions, which are essential for understanding group dynam-
ics. However, the study also highlighted challenges, par-
ticularly with the TDV perspective, where the detection of
inverted faces proved problematic, indicating a need for a re-
fined approach for better facial and pose recognition across
various camera views. As the field of MMLA continues to
evolve, this research emphasizes the importance of integrat-
ing advanced video capture technologies to accurately assess
and interpret the nuanced aspects of collaborative learning,
while also acknowledging the practical challenges, such as
cost and computational demands associated with 360-degree
cameras.
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