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ABSTRACT
Evaluating the helpfulness of review comments is increas-
ingly important in peer-assessment research, as students are
more likely to accept and implement the feedback they per-
ceive as helpful. Automating the evaluation of review help-
fulness by AI models faces two challenges: (1) the limited
availability of annotated datasets with helpfulness tags for
supervised model training; (2) the subjective, often ambigu-
ous nature of helpfulness, which complicates achieving con-
sistency in evaluations. Although previous studies have in-
vestigated related review-comment features and their cor-
relation with perceived helpfulness, an explicit evaluation
method is still lacking. Our study employs generative AI,
specifically OpenAI’s GPT models, to evaluate the review
helpfulness through text generation based on input prompts.
We also apply prompt engineering to guide the model to-
ward producing more relevant and desired responses through
well-defined prompt templates, which can significantly re-
duce the need for training datasets. We investigate Chain-
of-Thought (CoT) and few-shot prompting (strategies of
prompt engineering) to optimize the model output, by in-
corporating a problem-solving reasoning process and con-
crete examples for demonstration. Additionally, we propose
“Reasoning after Feature Identification” (RaFI) framework,
an innovative multi-step reasoning process designed to opti-
mize the CoT prompting, by identifying key comment fea-
tures then applying logical reasoning. Our results show that
RaFI outperforms traditional supervised methods and basic
CoT prompting in evaluating review helpfulness, requiring
no model training and generating better responses, show-
casing its potential as a transformative tool in AI-driven
peer-assessment analysis.
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1. INTRODUCTION
Peer assessment, widely utilized in various educational sce-
narios, has proven highly effective in improving student learn-
ing outcomes and facilitating instructors’ grading processes
[15]. In this system, students are asked to provide both nu-
merical ratings and textual review comments on their peers’
work. These textual review comments with their helpful
and constructive features, have gained significant attention
in peer-assessment research due to their potential to encour-
age students to think critically about their work and fur-
ther improve [8]. Studies have demonstrated the importance
of automatically evaluating the helpfulness of these review
comments, highlighting that students are more likely to im-
plement the feedback and refine their work when they per-
ceive the comments as helpful [24]. However, automatically
evaluating helpfulness poses challenges due to its inherently
ambiguous and subjective nature [25]. Training language
models to simulate human evaluators and understand the
underlying logic in helpfulness evaluation is an intricate un-
dertaking. Furthermore, collecting a labeled dataset with
helpfulness tags for supervised model training can be chal-
lenging as well [37].

To address those challenges, researchers have tried to implic-
itly identify related features of review comments. Examples
of such features are “mentions problem” or “offers sugges-
tion”; these features have been correlated with perceived
helpfulness of review comments containing them [15, 39].
However, no prior research has focused on integrating these
identified features with clear logic to explicitly evaluate the
review’s helpfulness. This gap exists because supervised lan-
guage models are typically limited to specific tasks for which
they are trained on and lack the capability for information
integration and language comprehension.

Generative AI models, typically trained on a vast and diverse
range of text resources, are proficient in understanding and
handling various language tasks through text generation [3].
Their universal language perception makes them more flex-
ible and adaptable to different language tasks without the
need for task-specific training and labeled datasets, which
are commonly challenging to collect. Prompt engineering is
a strategy that optimizes the AI model’s response by pro-
viding a well defined input text (as known as prompt) [28].
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This approach enables us to compile the input data along
with decision-making logic (i.e., evaluating review helpful-
ness) into the prompt, guiding the generative AI model to
understand the task and generate the desired response. We
assessed the effectiveness of two prompt engineering strate-
gies: Chain-of-Thought (CoT) prompting [34], which elic-
its the model’s reasoning capability to mimic the problem-
solving process of human evaluators, and few-shot prompt-
ing [2], which uses a small number of examples to demon-
strate the task and reinforce understanding.

However, the traditional single-step reasoning process, in-
corporating problem-solving steps into a narrative prompt,
does not adequately address all types of review comments
and their features. Thus, we propose a novel framework,
“Reasoning after Feature Identification” (RaFI), as an ad-
vanced two-step reasoning process for evaluating review help-
fulness. This framework involves first identifying features
in review comments based on existing research, then logi-
cally integrating these features through reasoning to deter-
mine helpfulness. Our results demonstrate that the RaFI
framework achieves a 22.98% increase in accuracy and a
27.79% improvement in f1 score on average, compared to
traditional CoT prompting across various scenarios, includ-
ing zero-shot, one-shot, and few-shot settings.

2. RELATED WORK
2.1 Peer Assessment Helpfulness Evaluation
Peer assessment has proven to be an effective tool in enhanc-
ing student learning, as it provides high-quality, constructive
feedback that helps students recognize the strengths and
weaknesses in their work, thus improving their knowledge
and output [40, 8, 13, 7]. The quality of peer-assessment
comments has been measured by identifying key character-
istics in review comments, such as summarization, problem
identification, solution suggestion, localization, explanation,
scope, praise, and mitigating language [22]. While natural
language processing and deep learning have been used for au-
tomating this analysis, there is a research gap in evaluating
the helpfulness of review comments due to their subjective
nature. Studies have investigated the correlation between
feedback helpfulness and those characteristics in review com-
ments, suggesting that characteristics like problem localiza-
tion and suggestions are particularly useful for student im-
provement [22]. Patchan et al. [25] and Xiao et al. [37] both
found a strong relationship between helpful reviews and fea-
tures like problem statements, localization, suggestions, and
praise, indicating that the absence of these elements often
leads to unhelpful feedback.

2.2 Large Language Models for Text Classifi-
cation

Large Language Models (LLMs) are advanced AI systems
employing deep learning techniques and trained with exten-
sive text datasets, proficient in understanding and gener-
ating human-like text. The success of LLMs is attributed
to the transformer architecture [32], which effectively trans-
forms the input sequences into outputs (i.e., machine trans-
lation) while capturing word relations for context-aware lan-
guage understanding. Models like BERT (Bidirectional En-
coder Representations from Transformers) [6], an encoder-
only transformer model, focus on context understanding and

word relationships through Masked Language Modeling and
Next Sentence Prediction. In contrast, the decoder-only
GPT models (Generative Pre-trained Transformer)
like GPT-3 [27], demonstrate superior text-generation capa-
bilities, aided by their large-scale pre-training. Text classifi-
cation [20, 11]is one of the most common tasks in NLP (e.g.,
sentiment analysis). Fine-tuning BERT models to under-
stand the context of domain-specific text data has proven
highly effective in text classification tasks [31, 3]. However,
these tasks can be challenging when there is insufficient la-
beled data available for the supervised model fine-tuning [35,
16]. GPT-3 has been trained on 45 TB of text data from
multiple sources, which include Wikipedia and books, com-
prising 175 billion parameters [2]. This enables a significant
advancement in many language tasks including text clas-
sification. Its comprehensive language understanding and
text generation abilities allow for more efficient adaptation
to new contexts with less reliance on labeled data [18].

2.3 Prompt Engineering and In-context
Learning

Prompt engineering utilizes prompts (input messages to gen-
erative AI model) in certain formats to tailor generative AI
models for particular tasks, ensuring the production of accu-
rate and relevant responses [36, 14, 26]. This method elim-
inates the necessity of optimizing the model’s parameters.
Zero-shot prompting [10] relies exclusively on the model’s
pre-existing knowledge to generate responses, providing only
the task description in the prompt. This method has shown
effectiveness in numerous language tasks [21, 30], given that
the large language model (LLM) has been pre-trained on a
large text corpus. In contrast, few-shot prompting [28] pro-
vides more precise guidance by including a few examples.
This is also known as in-context learning [19]. This approach
helps the model to learn the input-output mapping through
the given examples. Incorporating explanations into the few-
shot examples [12] has been shown to enhance the model’s
comprehension of the context and the logic behind these
examples. CoT prompting [34, 33] further refines this ap-
proach by encouraging the model to generate intermediate
steps and reasoning, thereby producing responses that are
both more accurate and interpretable.

3. METHODOLOGY
3.1 Prompt Template
3.1.1 Overview
Our study focuses on a binary text-classification task, which
requires a carefully designed prompt template. This tem-
plate must incorporate some key elements that guide the
generative AI model to accurately categorize the given text
or demonstrate the desired output. These elements include:

(1) Task Description. To guide the language model to un-
derstand and perform the task effectively, it is essential to
start with a clear definition and task description, denoted as
xdesc. This facilitates a concise way of indicating what kind
of classification is being requested.

(2) Input. Unlike traditional text-classification tasks, which
simply assign an output label ylabel to a given piece of input
text xinput (e.g., sentiment analysis), evaluating the helpful-
ness of review comments requires consideration of whether



the comments follow certain guidelines. The rubric items
xrubric specify criteria that the review comments need to
follow. This is crucial because a comment that is helpful in
one scenario (e.g., in relation to a specific rubric item) may
not be helpful in another, as demonstrated in the examples
below:

Rubric #1: “Please comment on how the code fol-
lows the DRY development principle.”
Rubric #2: “Please comment on one of the good
parts of the code.”
Review: “The code follows the DRY development
principle.”
(Not helpful for rubric #1 but helpful for rubric #2)

(3) Context. A well-designed prompt should also include ex-
amples as context to demonstrate the desired output format.
These examples concretely show how to correctly categorize
a given text. It is beneficial to include examples from both
categories (helpful and not helpful). The format for these
examples is as follows:{

(x0
input, x

0
rubric, y

0
label), ..., (x

i
input, x

i
rubric, y

i
label)

}
(1)

where xi
input and xi

rubric (0 < i < j) denotes the provided
review comments and the corresponding rubric. j indicates
the number of annotated examples provided, while yi

label de-
notes the ground-truth helpfulness label (assigned as either
0 or 1) of the review comments.

3.1.2 Zero-shot scenario
In this study, we evaluate multiple prompt templates with
zero-shot, one-shot, and few-shot settings. In the zero-shot
setting, the language model is only given the task descrip-
tion xdesc along with the input comment xinput and rubric
xrubric, to predict the helpfulness label ylabel.

3.1.3 One-shot/few-shot scenario
In comparison to the zero-shot setting, the one-shot and
few-shot settings additionally introduce a small number of
annotated examples as context (xi

input, x
i
rubric, y

i
label)

(0 < i < j) for the language model. In the one-shot set-
ting, only one example is provided (j = 1). In the few-shot
setting, we empirically use j = 4 as an optimal number of
examples. The prompt template and a one-shot example is
illustrated in Figure 1.

Figure 1: Vanilla one-shot example. The designed prompt
message and the provided prediction in the example are in-
dicated in blue text, whereas the response generated by the
model is in yellow.

3.2 Chain-of-Thought (CoT) prompting
3.2.1 Overview

For tasks like evaluating review helpfulness, jumping di-
rectly to an answer (helpful or not helpful) can lead to er-
rors. Chain-of-thought (CoT) prompting is a technique that
guides language models to provide additional reasoning steps
when tackling complex tasks [34]. The cornerstone of im-
plementing CoT prompting is to provide clear, step-by-step
reasoning mirroring human problem-solving strategies.

3.2.2 Zero-shot scenario
Zero-shot is a relatively unconventional setting in Chain-of-
Thought (CoT) prompting, as it is formulated without pro-
viding any annotated examples or explicit reasoning. This
challenge can be mitigated by incorporating the phrase“Let’s
think step by step” into the prompt [10]. This addition can
also encourage the model to think about the rationale be-
hind a decision even without examples provided.

3.2.3 One-shot/few-shot scenario
In the one-shot/few-shot setting, the reasoning process ac-
companies the examples provided. However, this step is
not originally present in the data, as when students anno-
tate the helpfulness of the review comments they received,
they typically provide only a binary label indicating the
helpfulness, without offering the underlying logic that led
to their conclusion. To develop this reasoning process, we
can leverage insights from existing research that delves into
the features (characteristics) of what makes a review com-
ment helpful [22, 25, 23]. The example of one-shot Chain of
Thought (CoT) prompting is illustrated in Figure 2.

Figure 2: CoT one-shot example. The designed prompt mes-
sage and the Chain-of-Thought reasoning in the example are
indicated in blue text, whereas the response generated by the
model is in yellow.

3.3 RaFI: Feature identification and reason-
ing

3.3.1 Overview
Chain-of-Thought reasoning offers significant benefits, par-
ticularly in understanding the rationale behind assigning
the “helpfulness” tag. This approach also encourages deeper
thinking among students when providing the evaluation.
However, existing research on peer-assessment helpfulness
suggests that determining helpfulness involves multiple fac-
tors. Näıvely integrating these factors into a narrative
prompt does not guarantee comprehensive coverage of all
possible scenarios. To address this issue, we propose the
Reasoning after Feature Identification (RaFI) approach.
This method aims to optimize the reasoning step by simulat-
ing the process that a human evaluator applies when eval-
uating helpfulness. This involves initially identifying key



features/ characteristics related to helpfulness within the
comments, subsequently determining which of these char-
acteristics contribute to the review’s helpfulness, and finally
assigning the helpfulness label.

3.3.2 Feature identification
In the field of educational peer assessment, extensive re-
search has been conducted to explore the correlation be-
tween various feedback features (characteristics) and help-
fulness as perceived by the student, or likelihood of imple-
menting the comments [22, 25]. These studies have identified
several key features that contribute to the helpfulness of re-
view comments, including praise [5], problem detection [25],
suggestions [37], localization [38], and specificity [4]. In the
RaFI framework, we first start by revisiting those features
and integrating those definitions into the prompt, then guide
the language model to identify those features from the pro-
vided comments. A notable gap in previous research is the
lack of consideration of the rubric (the rubric items on which
the student is invited to comment). This is crucial, as the
helpfulness of a comment may depend on the rubric crite-
rion it is responding to. An example of this has been given
in Section 3.1.1 (the two comments mentioning the DRY
principle). To address this, we introduce two additional cri-
teria for assessing helpfulness in the context of rubric-guided
evaluations: “comprehensiveness” and “non-repetitiveness”.

We categorize all the features used in the prompt for evalu-
ating the helpfulness into two categories, “essential features”
and “constructive features”. The detailed explanations of
each feature are shown below. The consequential prompt
template is shown in Figure 4 (2nd step):

(1) Essential features: features that ensure review comments
are appropriately guided by the rubric.

• Comprehensiveness: This criterion demands that a re-
view should thoroughly address each sub-question out-
lined in the rubric. A review that violates comprehen-
siveness is exemplified below, where the response fails
to address both parts of the question.
Rubric: Does the design include the test plan? Are
the tests shallow or they will really test the functional-
ities?
Review: Yes, the test plan is included in the project
document.

• Non-repetitiveness: This ensures that the review of-
fers original responses with valuable information, and
avoids merely repeating the language of the rubric.
The example below demonstrates a violation of this
non-repetitiveness principle by either directly repeat-
ing or using synonymous words for the terms outlined
in the rubric:
Rubric: Check the commits. Was new code committed
during the 2nd round?
Review: No, there were no new commits made during
the 2nd round.

(2) Constructive features: the review comments may include
features that contribute to the helpfulness and potentially
assist for improvement.

• Praise: Praise is described as a review comment that
highlights a positive aspect of a work [25]. Including
praise in feedback is commonly recommended for its
helpfulness. However, it is only considered certainly
helpful when accompanied by detailed explanations
and additional valuable feedback components [1]. Here
is an example that mentions praise with valuable ex-
planations in the review comments.
Rubric: Have the authors adequately explained the
changes to be made to the system?
Review: Yes, they have very clearly mentioned the prob-
lems in the project doc that are currently being faced
and how they are planning to resolve the issues.

• Problem statement: The problem statement is defined
as a review comment that identifies an issue of the work
that requires attention [15]. The following example il-
lustrates how problem statements can be effectively
conveyed with insightful explanations in review com-
ments.
Rubric: If any attributes are missing for Item, please
mention which one(s).
Review: The “Teacher” feature is missing when I try
to create a course. Seems like the author set it to be
invisible.

• Suggestions: Suggestion refers to the review comments
offering solution in review comments, aimed at fixing
a problem or enhancing the quality of the work. Here
is an example that illustrates such a suggestion:
Rubric: Do the class diagram and/ or other figures
clearly describe the changes to be made to the system??
Review: Figures are concise but good, and provide a
good representation of the work to be implemented.
However, adding a screenshot of the designed user in-
terface would make it more understandable.

• Localization: Localization refers to the review com-
ments pinpointing where the problem occurs [38]. Here
is an example:
Rubric: If any attributes are missing for students, men-
tion which one(s).?
Review: The credit card info is missing, which is sup-
posed to be presented on the 2nd row of the student
table.

• Providing Examples: Providing examples in the review
comments refers to the practice where feedback neither
explicitly praises nor criticizes but instead offers spe-
cific instances or illustrations aligned with the rubric’s
criteria [4]. Here is an example:
Rubric: Are the commit messages indicative of what
changes were made in that commit? Mention exam-
ples of where this is not the case.
Review: Commit:246bc8d92c558413d7e4be8f;
Commit:f891c7f5cadf90e3db98fda80e1b9205be2dc6aa.

3.3.3 Reasoning
In the second phase of the RaFI framework, we analyze the
helpfulness of reviews by integrating identified features into
a logical reasoning process. This approach is illustrated in
Figure 3. Our logic indicates that any absence of essen-
tial features results in an unhelpful review, regardless of
the presence of constructive features. Informed by prior



Figure 3: RaFI reasoning process.

Figure 4: RaFI overall prompt template

research, inclusion of any of them can contribute to a re-
view comment being considered helpful. Hence, a review is
classified as helpful if it presents any constructive features
without lacking both essential features. Conversely, it is la-
beled unhelpful if it omits the essential features or lacks all
constructive features.

4. EXPERIMENTS AND RESULTS
4.1 Dataset
In this paper, we utilize a dataset collected from the Ex-
pertiza [9], a peer-assessment tool employed in a master’s
level computer science course. The system requires students
to provide peer assessments of other’s work, including both
numerical ratings and textual feedback. In particular, all
the textual review comments correspond to the pre-defined
rubric items specified by the instructor. Our dataset is com-
posed of these textual comments and their associated rubric
items, which are essential for conducting our experiments.
For evaluation purposes, we collect “helpfulness” tags as-
signed by authors who receive the review comments, serving
as ground-truth labels for assessing our experimental results.

To ensure the quality and reliability of our dataset for both
training and evaluation, we also implement quality-control
measures. These measures are based on Inter-Rater Reli-
ability (IRR) [16] to filter out data with significant label-
ing disagreement among team members while assessing the
helpfulness. After processing, our final dataset comprises
3,494 labeled entries. Out of these, we extract 500 as a
testing dataset for evaluation. The remaining 2,994 entries
are utilized for supervised model fine-tuning and served as

examples in few-shot prompting scenarios.

4.2 Experiment setting
Large Language Models. This study aims to compare the ef-
fectiveness of generative AI models, which require no train-
ing data, against traditional supervised fine-tuned models
that depend on such training data. We have chosen BERT
(340M parameters) [6], DistilBERT (66M parameters) [29],
and RoBERTa (355M parameters) [17] as the baseline mod-
els. These models are widely recognized for their proficiency
in language tasks, particularly in the realm of text classifica-
tion, which is the fundamental task in peer assessment help-
fulness evaluation. For generative AI, we utilize OpenAI’s
GPT-3.5 Turbo model (20B parameters) [2] for conducting
experiments with various prompt templates.

Prompt Template. Considering the inherent complexity of
evaluating helpfulness, due to its subjective and ambiguous
nature, we initiate our analysis by contrasting the vanilla
prompt template (directly asking the model to label the
helpfulness) with the Chain-of-Thought (CoT) prompting.
This comparison aims to assess the effectiveness of incor-
porating a reasoning process into the prompt to help with
our task. Subsequently, we also evaluate our proposed RaFI
framework against traditional CoT prompting. This step
is intended to demonstrate the advantages of RaFI’s multi-
step reasoning, which simplifies complex tasks into more di-
gestible segments for a logical problem-solving process.

Example-Based Prompting. Additionally, we aim to measure
the performance improvement achieved by incorporating ex-
amples into prompts. Given the complexity of the guide-
lines, providing a few concrete examples could significantly
aid the generative AI in producing the expected responses.
Our experiments cover zero-shot prompting (no examples
provided), one-shot prompting (a single example provided),
and few-shot prompting (four examples provided). We limit
the number of examples to avoid exceeding the token limit
of the GPT-3.5 model, particularly with lengthy and com-
plex task descriptions.

4.3 Results and discussion
Experimental results are presented in Figure 1. We mon-
itored accuracy, precision, recall, and f1 score as the per-
formance metrics. A more detailed analysis of the results
will be conducted by addressing the following research ques-
tions. To simplify the discussion, comparisons between var-
ious models and settings will primarily focus on accuracy
and f1 score for an informative representation of the overall
performance.
RQ1: How do the performance of supervised methods com-
pare with generative AI with prompts, particularly consider-
ing the needs for training data?
The result shows that fine-tuning three major supervised
language models on our task, with 2,994 labeled training
data, yielded modest results. The best performance was
achieved by RoBERTa, with an accuracy of 65.23% and
an f1 score of 56.80%. Although this completely outper-
forms vanilla prompting in all the scenarios, in one-shot
and few-shot prompting, the CoT approach performs simi-
larly to supervised methods. Notably, our RaFI prompting
method outperforms the supervised approaches in all sce-



narios, showing approximately 14% improvement in accu-
racy and 23% in f1 score. This suggests that the generative
AI model’s advanced language understanding capabilities,
combined with well-crafted prompts, can eliminate the need
for the training data traditionally required for supervised
model fine-tuning. This is particularly advantageous for our
task, considering the scarcity of annotated review comments
with helpfulness tags.

RQ2: How does the performance vary with different num-
ber of examples provided?
The results indicate significant improvements by adding more
examples in both vanilla and CoT prompt templates. For
instance, adding four examples led to a 12% increase in accu-
racy for the vanilla template and an impressive 26% increase
for the CoT template. However, the RaFI approach showed
less improvement, suggesting that the inclusion of more con-
crete examples is exceptionally beneficial in scenarios where
task logic is complex and ambiguous, or when the task de-
scription is overly simplistic and allows more randomness in
response generation. In contrast, with RaFI’s well-defined
task description, the benefits of adding examples are more
limited (3.9% increase in accuracy and 5.4% increase in f1
with four examples).

RQ3: Does Chain-of-Thought (CoT) prompting yield better
results with the reasoning process? And how does it perform
across different example-provided settings?
In this study, we investigate whether incorporating a reason-
ing process benefits performance on our task, as it simulates
the human process of solving problems step-by-step, promot-
ing a more logical progression of thought compared to direct
solution. Our findings reveal that in both one-shot and few-
shot scenarios, CoT prompts significantly outperform the
vanilla prompts, but are less effective in the zero-shot sce-
nario. This suggests that for complex and domain-specific
tasks, clear and explicit guidance from providing examples
is essential to encourage deeper and more accurate thinking
processes in generative AI models. This insight underscores
the importance of tailored concrete examples in the reason-
ing step for addressing our task.

RQ4: How does our proposed RaFI approach perform in dif-
ferent settings? Does this multi-step reasoning process out-
perform traditional CoT prompting?
The RaFI approach demonstrated significant improvements
over CoT prompting in all settings, underscoring its effec-
tiveness by breaking down the tasks into more manage-
able segments and providing clearer, more logical guidance.
Specifically, in the zero-shot scenario, RaFI achieved 38%
higher accuracy and 31% higher f1 score compared to CoT,
highlighting the effectiveness of optimizing the reasoning by
crafting the task description when no examples are provided.
Although the performance of CoT improves with more ex-
amples included in the few-shot scenario, it still lags behind
RaFI, with a 15% lower accuracy and a 12% lower f1 score.
This suggests that while providing examples can help guide
the reasoning process, they may not fully capture the nu-
ances of different inputs, whereas RaFI’s multi-step prompts
enable a better understanding of both task requirements and
context.

5. CONCLUSION

Table 1: Experimental results of different settings. The state-
of-the-art performance achieved by the supervised fine-tuning
model is denoted with *. Our proposed approach is indicated
by †. Within each setting, the best result is highlighted in
bold. Furthermore, the most outstanding result across all
settings is distinguished by a green background.

Training Data Accuracy Precision Recall F1

Supervised Methods

BERT [6] 2994 62.70% 88.50% 35.97% 51.15%

DistilBERT [29] 2994 58.59% 86.84% 47.12% 55.27%

RoBERTa [17]* 2994 65.23% 87.31% 42.09% 56.80%

Zero-shot Prompting

Vanilla - 44.92% 49.22% 45.68% 47.39%

CoT [10] - 37.70% 43.00% 45.32% 44.13%

RaFI (ours)† - 75.78% 85.00% 67.27% 75.10%

One-shot Prompting

Vanilla - 50.78% 54.04% 62.59% 58.00%

CoT [10] - 61.52% 61.88% 75.90% 68.17%

RaFI (ours)† - 77.15% 82.33% 73.74% 77.80%

Few-shot Prompting (k=4)

Vanilla - 56.45% 56.66% 84.17% 67.73%

CoT [10] - 64.45% 62.97% 83.81% 71.91%

RaFI (ours)† - 79.69% 84.25% 76.98% 80.45%

In this paper, we explore the use of generative AI models
for evaluating the helpfulness of peer assessment comments,
highlighting their ability to adapt to tasks without train-
ing data usually required for supervised language model.
Our study conducts experiments with prompt engineering
techniques, such as Chain-of-Thought and few-shot prompt-
ing, to improve the model’s output. A key contribution of
our work is the development of the Reasoning after Feature
Identification (RaFI) framework, as an optimized reason-
ing process to craft the prompt and lead to more precise
and desired responses. Significantly, RaFI outperforms both
vanilla and CoT prompts in many settings and shows supe-
riority over three predominant supervised language models,
without needing any training data. This research indicates
that generative AI, when combined with crafting prompt de-
sign, can be an effective substitute for traditional fine-tuning
methods in evaluating review-comment helpfulness, thereby
eliminating the reliance on training datasets. Future work
will focus on applying RaFI framework to various other do-
mains and tasks to assess its effectiveness.
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