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ABSTRACT
The e-book system, widely used in learning and teaching, has
generated a large amount of log data over time. Researchers
analyzing these data have discovered the existence of student’s
jump back behavior, which is positively correlated with academic
achievement. However, they also found that this behavior has the
disadvantage of low efficiency. To address this issue, book page
recommendation systems have been developed. Unfortunately,
these systems currently suffer from low accuracy rates and their
recommendation results lack interpret-ability. In response to these
challenges, we developed an e-book page recommendation model
based on natural language processing and student reading data in
this study. We then employed structured annotation methods to
analyze the recommendation results.

Keywords
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1. INTRODUCTION
Online learning, integrated with the internet, has made reading e-
learning materials essential [19][15].

Researchers found that students often revisit pages, correlating
with academic achievement, but finding desired pages in e-books
can be inefficient [28][9][16]. A TF-IDF-based recommendation
model was proposed to improve efficiency, but it lacked accuracy
and clear explanations [10][23].

This study developed a BERTopic-based e-book page
recommendation model, using structured annotations for better
interpret-ability [8].

In summary, this study focuses on the following research
questions.

RQ 1: Can the introduction of the Bertopic model improve the
accuracy of page recommendation?

RQ 2: What factors affecting the recommendation accuracy can be
identified from the results of this recommendation?.

2. LITERATURE REVIEW
2.1 Natural Language Processing in education
Natural Language Processing (NLP) has been increasingly applied

in education. [1] used it to analyze interview data. [20] discussed
trends and challenges in NLP for education feedback analysis. [17]
proposed an NLP-based model for ranking higher education
institutes. [2] developed an NLP algorithm for feedback in
medical education. [24] emphasized introducing NLP concepts to
K-12 students. [12] conducted a survey of NLP applications in
education. [4] provided tips for implementing NLP in medical
education program evaluation. [29] leveraged Large Language
Models for concept graph recovery and question answering in
NLP education.

In this study, we also process the content of the textbook using
natural language processing techniques to generate page
recommendations based on semantic connections.

2.2 Recommendation system in e-learning
Recommendation systems in e-learning have evolved significantly.
[25] tackled the cold-start problem in paper recommendation
systems. [13] personalized courseware recommendations using
knowledge discovery techniques. [6] introduced a hybrid filtering
method for efficient resource recommendation. [14] combined
collaborative filtering and sequential pattern mining for learning
item recommendations. [27] proposed a learner-oriented approach
based on mixed concept mapping and immune algorithm. [26]
explored ‘user unknowns’ through an interactive process. [21]
used personality information to enhance community
recommendations. Lastly, [22] presented an agent-based
recommendation approach using knowledge discovery and
machine learning. While these systems provide students with
learning strategies, paths, or resources, there is a noticeable gap in
e-book page recommendations.

To fill this void, this study developed a backtracking-based
recommendation system for e-book pages, aiming to enhance
students’ reading efficiency and satisfaction. We also employed
structured annotation techniques to increase the interpretability of
the outcomes generated by this intelligent recommendation system.

3. METHOD
In this section, we delve into the data sources utilized for building
the recommendation model, the method employed for mining the
similarity between book pages, and the definition and discovery
method of students’ complete jump behavior. We will conclude
with an introduction to the generation process of the
recommendation model and its results

3.1 Datasets
The datasets utilized in this study comprises studying logs
collected from a commercial law course in 2017 and 2018. This
course aimed to impart legal spirits, legal thoughts, and the
application of legal knowledge to 297 university students.
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Figure 1. The example of the textbook.

A total of 146076 rows of log data were collected, encompassing
the student’s account number, operation type, occurrence time,
and the page number where the operation took place. As illustrated
in the table, “NEXT” signifies that the student clicked the “Next”
button to proceed to the subsequent page, while “PREV” indicates
a click on the “Prev” button to return to the previous page. For
instance, the first row of data reveals that student ‘915’ navigated
from page 12 to page 13 at 11:42:27.6 a.m. on March 9, 2018.

Table 1. Examples of student log data.

User
no

process
code

operation
name

operation
date

eBook
no

page
no

915 2 NEXT
id:39

2018-3-9
11:42:27.6 39 12

956 1 PREV
id:39

2018-3-9
11:42:28.2 39 2

3.2 BERTopic model for page
recommendation

This study employs the BERTopic model, a cutting-edge topic
model in the field of natural language processing, to uncover the
hidden semantic associations between pages. BERTopic is a
technique that leverages BERT embeddings and utilizes word
embedding methods such as word2vec, dimensionality reduction
methods like UMAP, HDBSCAN clustering, and class-based TF-
IDF (c-tf-idf) to create dense clusters. This process generates
topics and retains the important words of topics [18]. The
BERTopic model stands out from other topic models as it bridges
the gap between density-based clustering and centroid-based
sampling [7]

Figure 2. The process of BERTopic model.

The use of HDBSCAN clustering eliminates the need for manual
determination of the optimal number of clusters, significantly
enhancing the efficiency of clustering. Additionally, c-tf-idf takes
into account not only the importance of words in the document but
also their significance in the topic [31]. Therefore, this method is
adopted in this study for mining textbook content.

��,� = ���,� × log (1 +
�
��
)

In this study, we adopted the latest topic modeling techniques to
uncover the hidden semantic associations between textbook pages.
As depicted in the formula, Wt,c signifies the importance of term t
in class c, tft,c denotes the frequency of term t in class c, “A”
represents the average number of words in each category, and ft
indicates the frequency of term t appearing in all categories. A
term t can better represent class c when ft is smaller and tft,c is
larger, implying that term t frequently appears in class c but
seldom appears in other classes.

To discover the association between textbook pages, we conducted
topic modeling on 100 pages of the textbook. The process began
with preprocessing each page of text, which included word
segmentation removal, articles, and other stop words.
Subsequently, following the BERTopic process, we employed
word2vec, HDBSCAN, and c-tf-idf algorithms for word
embedding, text clustering, and extracting topic keywords
respectively. The results revealed three topics mined from the 100
pages of the textbook. The composition of each page’s topic is
illustrated in Figure 4.

Figure 3. Result of the topic mining. Different colors
correspond to different topics, each dot corresponds to a page
and the three most important words of each class are marked
in the figure.

Figure 4. Example of the topic composition of a page.

Through the aforementioned process, each page of the textbook is
transformed into a row vector. By calculating the cosine similarity,
we can ultimately obtain the correlation matrix R1 between each
page of the textbook.



3.3 Page jump behavior modeling
To ascertain the relevance of pages from students’ reading logs,
we need a model to identify students’ page jump behavior. Given
the effectiveness of the Jump back behavior modeling proposed in
[15] in identifying students’ complete-jump behavior as proven in
[32], this study seeks the association between book pages based on
this method.

Definition 1: complete jump. A complete jump comprises one or
more page transitions by a student to locate the desired page for
review. Here, (u, B, s, e) denotes that student u jumps from start
page s to end page e in book B.

Definition 2: jumping back (Jb). A jumping back event occurs
when a student uses the PREV button to jump from the current
page c to a previous page e (c>e).

Definition 3: jumping forward (Jf). A jumping forward event
occurs when a student uses the NEXT button to jump from the
current page c to a subsequent page e (c<e).

Definition 4: short reading (Sr). After jumping to a page in the
textbook, the student typically reads it for a period to determine
whether the page is the desired one. We term this a short reading
event. It helps determine the end of a complete jump. For instance,
if the time of the first jumping event is at t1 and the next one is at
t2, then the short reading period is Sr = t2 – t1.

Based on the definitions provided, a Deterministic Finite
Automaton (DFA) is used to construct the complete jump
behaviors. Figure 4 illustrates the transitions in the DFA. In
essence, it includes four states: Ready, Record, Check, and Dump.

Ready state: The state transitions to Record upon receiving a Jb or
Jf event.

Record state: The DFA maintains a stuck at this state. When a Jb
or Jf event is received, it pushes all these events into the stack. If a
Sr event occurs, the state transitions to Check.

Check state: In the Check state, it compares the duration time Sr to
the valid reading time. If tmin ≤ Sr ≤ tmax, it transitions to the Dump
state. Otherwise, it reverts to the Ready state. While previous
studies suggested that tmin=2s and tmax=20min [30], this study
calculated tmin using the total number of words per page and the
English reading speed of college Japanese students (words per
minute(wpm)=144.42) [5], given that the number of words per
page of the textbook varies.

Dump state: The sequence of events in the stack is aggregated to
construct a complete-jump behavior.

Figure 5. DFA used to judge complete jump behavior.

After extracting complete jump behaviors from logs, the relevance
between pages can be obtained and described by probability
relevance score matrix R2:

�2 = tanh
Ps,e

1 − Ps,e

here the Ps,e can be defined as:

Ps,e =
ns,e

e=1
N ns,e�

and the ns,e denotes the number of complete jump behaviors (u, B,
s, e) of all students u on textbook B.

3.4 Construction of the hybrid model
The recommendation model introduced in section 3.2, which is
grounded in textbook content, solely considers the semantic
similarity between pages. Conversely, the probability relevance
score matrix obtained from log data, as introduced in section 3.3,
disregards the relevance of textbook content entirely.
Consequently, relying on a single model for page recommendation
may not yield satisfactory results. However, in most instances, the
amalgamation of multiple recommendation models can enhance
performance [11].

Therefore, this paper uses a compiling method based on
Guttman’s Point Alienation statistic [3] to combine the
recommendation models in sections 3.2 and 3.3:

R(�, �) = �R1 + �R2
Here R is the overall relevance matrix and α and β are the weights
of R1 and R2 respectively.

The way in this study to find out the optimal values of the
parameters is given by this formula [3]:

Js(�, �) =−
e1≻qse2

[Rs,e1(�, �) − Rs,e2(�, �)]�

e1≻qse2
Rs,e1(�, �) − Rs,e2(�, �)�

arg min J =
1

���d(Q)
Js(�, �)�

The notation e1≻ qse2 signifies that for a given page s, the user is
more inclined to jump to page e1 than to page e2. Here, Rs,e1

represents the similarity value between page s and page e1, while
Rs,e2 denotes the similarity value between page s and page e2. The
set Q={qs} corresponds to the pre-prepared recommendation list
for the textbook, extracted from students’ real jumping records,
where each qs is the recommendation list for page s. When the
order of the recommendation list generated by the model perfectly
aligns with the order of the expert recommendation list, J is set to -
1.

By comparing the order of the recommendation list produced by
the model with that of the generated jump record list, we can
determine the optimal parameter values which minimize J.

4. RESULT
In this section, we initially evaluate the performance of the
recommendation model on the validation set, analyze the
recommendation results, and subsequently employ structured
annotation by examining the textbook content and student types.



4.1 Recommendation model’s performance
evaluation

The training sets used here comes from 177 students who
participated in the law course in 2017. The testing sets used to
evaluate the recommendation model’s performance comes from
120 students who participated in the course in 2018.

The performance of the recommendation system is evaluated
using the F1 score, coverage, and NDCG. As shown in the table,
there is a significant difference in the performance of the
recommendation results on the test set when only recommending 1
page and recommending 3 pages, with the performance being
superior when only recommending 1 page. At the same time,
compared with the system in [10], although it only uses recall for
evaluation, the optimal recall value on the test set in this paper is
0.64, but the system in this paper has reached a maximum recall
performance of 0.81.

Table 2. The performance of the recommendation system

Number of
recommended

pages

F1
SCORE Coverage NDGC@3

1 page 0.9398 0.97 0.955

3 pages 0.6153 0.51 0.5273

Result 1: The model’s recommendation results experience a
decline in quality as the number of recommended pages increases.

Figure 6 presents the recall rate of the recommendation results. As
depicted in the figure, when the recommendation system suggests
only a single, most likely page to jump to, the recall rate can attain
a relatively high level of 0.81. However, with an increase in the
number of recommended pages, the recall rate of the
recommendation model on the test set rapidly decreases to 0.3.

Figure 6. The change in recall rate as the number of
recommended pages increases.

Result 2: The recommendation model’s performance diminishes
for the end sections after segmenting the textbook.

Figure 7 illustrates the performance of the recommendation model
on the data set when the textbook is divided into three parts:
beginning (p.1-p.40), middle (p.40-p.60), and end (p.60-p.100).
From Figures 13, 14, and 15, the students’ page-turning behavior
shows significant changes around page 40 and page 60. Therefore,
we simply divide this textbook at page 40 and page 60 to try to
find possible reasons. Similar to the results in the previous figure,
as the number of recommended pages increases, the recall rate of
the model on the test set rapidly declines to around 0.3.

Additionally, it can be observed from the figure that the results for
the beginning and middle sections of the textbook are quite similar,
both significantly higher than that of the end section.

Figure 7. The performance of each section on the test set.

4.2 Textbook page and students’ structured
annotations

To identify the cause of the results in section 4.1, we categorized
each page based on the textbook content. Furthermore, we
clustered the students in the test set based on the number of jumps
and reading time.

Table 3. Page types and their definitions.

Page type Definition

Type1: concept explanation Textual explanation of laws,
legal terms, etc.

Type2: Concept comparison
and examples

Comparison and specific cases
of laws, legal terms, etc.

Type3: Questions with analysis Questions with analysis or
answers

Type4: Questions without
analysis Questions without answers

Type5: The structure of the
knowledge points

The structure of the knowledge
points in the section.

Type6: Title page A page that only contains the
title content

Figure 8 presents the clustering results of the students. It reveals
three distinct student types: Type A students have less total
reading time and fewer jumping records, Type C students have a
longer reading time and more jumping records, while Type B
students fall between Type A and Type C in terms of total reading
time and number of jumping records.

Figure 8. The result of student clustering.



Figure 9, figure 10 and figure11 present the analysis of the
similarity between the jumping target page and the current page
for each type of student. We consider there to be a strong semantic
connection between two pages when the similarity exceeds 0.95.
Conversely, we believe there is no conceptual connection between
the two pages when the similarity is less than 0.5. The figure
reveals that Type C students initially tend to jump to pages with
conceptual associations, but this tendency significantly diminishes
as the number of selected pages increases. On the other hand,
Type A students exhibit a different jumping tendency from Type
C students. As the number of selected pages increases, they
increasingly prefer to jump to pages without obvious semantic
associations.

Figure 9. The change in the number of high relevant pages and
not relevant pages for A type of student.

Figure 10. The change in the number of high relevant pages
and not relevant pages for B type of student.

Figure 11. The change in the number of high relevant pages
and not relevant pages for C type of student.

Table 4 presents the type analysis of the target pages that each
student type jumps to. The concept explanation page is the most
frequent type of page that Type C and B students jump to. As the
number of selected pages increases, the proportion of Type2 pages

in the jumping records of Type C students also increases.
Conversely, for Type A students, the most frequent type of page
they jump to is the Type2 page. However, as the number of
selected pages increases, the proportion of Type1 pages rises
while that of Type2 pages decreases.

Table 4. The change in the number of target page types in the
jump records of various types of students.

Ctype students

Page types First choice Second
choice Third choice

Type1 47 44 42
Type2 20 34 28

Type3/Type4 15 10 12
Type5/Type6 17 11 17

Btype students

Page types First choice Second
choice Third choice

Type1 44 40 49
Type2 22 23 20

Type3/Type4 11 10 7
Type5/Type6 22 26 23

Atype students

Page types First choice Second
choice Third choice

Type1 29 34 54
Type2 40 25 15

Type3/Type4 8 0 4
Type5/Type6 22 40 26

Table 5 presents the type analysis of each section of the textbook
after division. The figure reveals that the composition of page
types in the beginning and middle sections are strikingly similar.
However, in the composition of the end section pages, the
proportion of Type2 pages has significantly increased.

Table 5. The number of each type of page in each section.

Page type Beginning
section

Middle
section End section

Type1 23 12 16
Type2 5 2 17
Type3 5 5 4
Type4 0 0 1
Type5 4 1 1
Type6 3 0 1

5. DISCUSSION
In this section we will try to explain the results shown in section
4.1 by combining the content of section 4.2.

Explanation of Result 1: The recommendation model struggles to
meet diverse jump needs as the number of recommended pages
increases, due to varying jump patterns among different types of
students.

From Figure 9, Figure 10, Figure 11 and Table 4, it’s evident that
different types of students exhibit distinct preferences when
choosing the target page to jump to. Type A students tend to seek
textual explanations of concepts, while Type C students are more
inclined towards comparisons of concepts or actual cases. Figure



12 further illustrates that there is minimal overlap in the target
pages among the three types of students.

Moreover, Figure 13, Figure 14, Figure 15 are about the jump
records for each page, specifically for various types of students. In
these records, we’re focusing on the top five pages that have the
most jumps. The distribution we’re discussing refers to the
number of jumps to these top five pages.And the results show that
there is almost no difference in the number of jumps to the target
pages after the second-choice page. This suggests that even within
the same type of students, the motivations behind their jumping
behavior differ.

Figure 12. The overlap of the target pages jumped by three
types of students.

Figure 13. The distribution of the number of jumps to the top
five pages with the most jumps in the jump records of each
page of C type students.

Figure 14. The distribution of the number of jumps to the top
five pages with the most jumps in the jump records of each
page of B type students.

Figure 15. The distribution of the number of jumps to the top
five pages with the most jumps in the jump records of each
page of A type students.

Explanation of Result 2: The immediate cause is the decrease in
the number of jump records in the end section, while the
underlying reason lies in the distinct content structure of the end
section compared to other sections.

As depicted in Figure 16, in the end section, both the average
number of words per page and the average reading time of
students have increased compared to other sections. Conversely,
the number of recorded complete jumps has decreased. This
phenomenon can be attributed to the significant increase in the
proportion of Type 2 pages in the end section, as shown in Table 5.
[15] highlighted that students primarily jump back to find
explanations of concepts. Since Type 2 pages extensively explain
concepts, it diminishes students’ need to look forward for concept
explanations. Consequently, there are fewer jump records in the
end section, and the model cannot obtain optimal parameter values
for this part during training.

Figure 16. The average number of words, the required
reading time, and the number of complete jumps in each
section after segmentation.

Additionally, this paper ’ s recommendations focus on providing
navigation suggestions to new users. When using a specific user’s
data as the training set, the system can obtain personalized
recommendation results. However, the data volume of a single
user is inevitably small, which may lead to poorer
recommendation results.

Looking ahead, to achieve personalized recommendations for e-
book pages and to better implement the principles of fairness and
diversity in Human-AI Interaction, it is crucial to consider more
diverse learning data when building a recommendation system.
For instance, using log data from different types of students at
various stages of learning could help explore relevant jump needs.



Furthermore, our data revealed that an increase in concept
comparison and example content reduced instances of jump back
behaviors. This suggests that reading this type of content can
produce an effect similar to the page jump reading strategy.
Therefore, enhancing comparative content in textbook design
could potentially improve students’ learning experience.

6. CONCLUSION AND FUTURE WORK
In this study, we developed an e-book page recommendation
model that processes textbook content through the BERTopic
model and generates page jump recommendations in conjunction
with student log data.

For RQ1: On a test set comprising 120 students’ data, this model
can provide students with a relatively accurate first choice of jump
pages. However, a long tail effect emerges as the number of
recommended pages increases.

For RQ2: we tried to find possible reasons in the discussion by
analyzing the recommended results. In explaining the
recommendation results, we explored the model’s long tail effect
through the recommended content and structured annotation of
students. We discovered that differences in student types, diversity
of student jump needs, and types of textbook content are factors
contributing to the decline in model performance and the
emergence of the long tail effect.

For future work, we plan to use this page recommendation system
in different courses to verify the effectiveness of the
recommendations. At the same time, we also plan to introduce
multi-dimensional data to achieve more intelligent personalized
recommendations.
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