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ABSTRACT 
For middle-school math students, interactive question-answering 
(QA) with tutors is an effective way to learn. The flexibility and 
emergent capabilities of generative large language models (LLMs) 
has led to a surge of interest in automating portions of the tutoring 
process—including interactive QA to support conceptual discus-
sion of mathematical concepts. However, LLM responses to math 
questions can be incorrect or not match the educational context—
such as being misaligned with a school’s curriculum. One potential 
solution is retrieval-augmented generation (RAG), which involves 
incorporating a vetted external knowledge source in the LLM 
prompt to increase response quality. In this paper, we designed 
prompts that retrieve and use content from a high-quality open-
source math textbook to generate responses to real student ques-
tions. We evaluate the efficacy of this RAG system for middle-
school algebra and geometry QA by administering a multi-condi-
tion survey, finding that humans prefer responses generated using 
RAG, but not when responses are too grounded in the textbook con-
tent. We argue that while RAG can improve response quality, 
designers of math QA systems must consider trade-offs between 
generating responses preferred by students and responses closely 
matched to specific educational resources. 
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1. INTRODUCTION 
According to the National Assessment of Educational Progress 
(NAEP), nearly 40% of high school students lack a basic grasp of 
mathematical concepts [32], underscoring the need to improve 
math education in K-12 environments. One of the most impactful 
methods to support students’ math learning is through math ques-
tion and answer (QA) sessions led by human tutors. Math QA can 
be approached with two main focuses: (1) enhancing students’ pro-
cedural fluency with strategies such as step-by-step problem 
solving for specific math topics and (2) deepening students’ con-
ceptual understanding through scaffolding such as clarifying math 
concepts with concrete or worked examples, providing immediate 
feedback, and connecting math ideas to real-world scenarios [17, 
30, 40]. While tutor-led math QA is effective [33], it faces 

challenges such as efficiently allocating tutoring resources, ensur-
ing wide accessibility due to high costs, and scaling up to support a 
wide range of learners with consistent quality [11, 21]. 

To address these challenges in math QA, educational researchers 
have sought AI to build expert systems and intelligent tutoring sys-
tems to enhance math learning with procedural practice [2, 4, 39] . 
However, limited educational research has focused on the potential 
of AI for improving students’ conceptual understanding of math 
concepts. Large Language Models (LLMs) have considerable po-
tential for use within educational environments and provide many 
potential benefits in the context of mathematical question answer-
ing (Q&A). While there has been active research on using LLMs to 
assist with procedural Q&A, their use in conceptual Q&A is far less 
explored. 

Traditional methods for conceptual Q&A treat it as an information 
retrieval problem, often employing a text search interface. Consider 
a spectrum between a standard information retrieval system and a 
minimally constrained generative text model like an LLM. In the 
standard information retrieval model, the task is purely to extract 
information: identify the text excerpt from a selected corpus that is 
most relevant to the student's question. This method has several ad-
vantages, such as the assurance that the extracted information is 
verified and potentially approved by educators. However, it also 
presents limitations, such as the inability to tailor responses to a 
student's ability level or cultural context, and the dependency on the 
retrieval corpus to contain and retrieve a suitable response to the 
student's question. This method, while grounded in verified infor-
mation, may lack relevance in terms of personalization, 
contextualization, and alignment with the desired curriculum. 

In contrast, instruction-fine-tuned LLMs like ChatGPT offer a 
more adaptable solution. They can generate responses preferred by 
humans and can adjust their tone and complexity level to match the 
student's needs. This flexibility makes LLMs appealing for educa-
tional applications. However, concerns about inaccuracies and 
misinterpretations in the generated responses persist. For instance, 
the information provided might be factually inaccurate whilst ap-
pearing authoritative. Even if the information is correct or even 
"useful", it may be irrelevant to the current classroom lesson. 

Accordingly, LLMs offer a high degree of relevance, encompassing 
personalization, contextualization, and alignment with the pre-
ferred curriculum. However, they also pose a significant risk of 
providing insufficiently grounded information. This issue becomes 
particularly noticeable in formal learning settings where institu-
tions are held responsible for the accuracy and integrity of the 
information provided. The optimal solution might be a hybrid 
model that balances these two needs: grounding the responses in 
trusted, validated sources relevant to classroom instruction, and rel-
evance by tailoring responses to the specific needs and preferences 
of the student. 
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Several strategies could achieve this, with the most promising being 
retrieval-augmented generation (RAG). RAG combines prompt en-
gineering with a retrieval system. In its basic form, we use a textual 
prompt to condition the model's generated response. The student's 
question is incorporated into the prompt until the generated re-
sponses meet the desired quality. RAG extends this approach by 
integrating a retrieval system. The student's query is passed to a 
retrieval system which identifies relevant texts from a corpus and 
incorporates these into the prompt before passing it to the large lan-
guage model. 

This study is a preliminary attempt to fill that gap by building the 
understanding needed to deploy conceptual math QA. We imple-
mented a RAG system for conceptual math QA (described in sec. 
3). To evaluate our RAG system, we started with the problem of 
designing prompts that produce both the expected tutor- like behav-
ior and responses grounded in the retrieved document. Can we use 
retrieval-augmented generation and prompt engineering to increase 
the groundedness of LLM responses? In study 1 (sec. 4), we ob-
serve qualitative trade-offs in response quality and the level of 
guidance provided in the LLM prompt, motivating quantitative 
study of human preferences. Do humans prefer more grounded re-
sponses? In study 2 (sec. 5), we survey preferences for LLM 
responses at three different levels of prompted guidance, finding 
that the most-preferred responses strike a balance between no guid-
ance and high guidance. How does retrieval relevance affect 
response groundedness? In study 3 (sec. 6), we consider the impact 
of document relevance on observed preferences. Fig. 1 shows an 
overview of the RAG system and its use for addressing our research 
questions. 
 

 
Figure 1: In this paper, we generated responses to math student queries 
with a retrieval-augmented generation system using one of three 
prompt guidance conditions. Survey respondents ranked responses by 
preference and assessed groundedness in the underlying math textbook 
used as a retrieval corpus. 

 

2. RELATED WORK 
Intelligent Tutoring Systems (ITSs) are educational technologies 
designed to provide one-on-one instructional guidance comparable 
to that of expert human tutors [37]. Structurally, ITSs implement a 
user interface over a knowledge base with a pedagogical model that 
determines how the ITS should respond to student inputs [41].  ITSs 
are traditionally based on iteratively serving procedural lesson con-
tent and providing hints in response to student mistakes [49]. ITSs 
have been shown to be effective as tutors in specific domains such 
as mathematics and physics [50]. To extend an ITS that currently 
focuses on procedural fluency with features focused on conceptual 
understanding [45], we turn to the flexibility and expressive power 
of LLMs. LLMs have been proposed as useful for supporting a 
large number of education-related tasks [7, 20].  

Question Answering - There have been preliminary efforts to use 
LLMs in educational settings to scaffold student discussions, to 
provide feedback [20], to personalize learning experiences through 
automatic text analysis and generative socio-emotional support [24, 
46], and to extend LLMs for many other educational tasks [43]. One 

particularly interesting area is Question answering. Question and 
answers are integral to effective teaching practices [29].  Alongside 
teacher pedagogical content knowledge, classroom management 
and climate, the quality of instruction has strong evidence of impact 
on student outcomes. Much research focuses on teaching students 
how to ask good questions to improve their higher order thinking 
and mathematical reasoning, however a wider discussion is to be 
had as to the types of questions students should ask and the appro-
priate level of teacher response [10]. Within a typical middle school 
classroom setting, there are other aggravating factors that nega-
tively impact teacher performance and therefore student learning. 
These include inadequate time, amount of content and large class 
sizes that add to teaching loads [15]. Therefore it is likely that 
teachers do not get to spend the adequate amount of time with each 
individual student. This is important because we know one-on-one 
tutoring has the greatest positive impact on student learning [6]. 
Alongside individual tutoring, in class students prefer seeking help 
from teachers than their peers [3]. 

Groundedness vs Relevance in Question Answering - During a 
mathematics class, the teacher has a working model of all student 
abilities in that classroom. When a question is asked, that teacher 
uses not only the materials or curriculum content knowledge that is 
relevant to that particular lesson, they also draw upon other external 
forms of knowledge to formulate an intrinsic process of explanation 
that serves the student who asked the question and the rest of the 
class [47]. Indeed, if a teacher were to solely repeat verbatim the 
content from a textbook as an explanation, it is likely that explana-
tion will be ineffective for the student. Mathematics, as a subject, 
is highly dependent on a strong foundation of prior knowledge and 
interconnecting schemas [36]. In addition to flexible explanations 
to student questions based on content knowledge, it is also im-
portant that explanations are pitched at an appropriate level. So to 
answer the question of how important it is to be highly faithful and 
correct compared to the relevance of the question and the student, 
in an in-person teaching concept it is far better to explain to students 
at the level they are at. This is because student questions often re-
veal knowledge gaps and are an implicit exercise in self-reflection, 
so QA responses should fill in these missing concepts. For RAG 
QA, this implies that there will be a preference towards relevance 
rather than groundedness. 

Question Answering with LLMs - LLMs have been used in pro-
cedural tutoring and problem-solving systems, with careful prompt 
engineering used to improve reliability [48]. A more complex ap-
proach is using retrieval to augment the LLM prompt in order to 
improve response quality. For example, the SPOCK system for bi-
ology education retrieves relevant textbook snippets when 
generating hints or providing feedback [44]. Retrieval-augmented 
generation (RAG) involves retrieving texts from an external corpus 
relevant to the task and making them available to the LLM [23, 35]. 
RAG has been used to improve diverse task performance of LLMs 
[27], either by incorporating retrieved texts via cross-attention [7, 
18, 23] or by inserting retrieved documents directly in the prompt  
[14] . We apply RAG in the education domain by using a math text-
book as an external corpus and evaluating if RAG leads to 
responses that are preferred more often by humans and grounded in 
the textbook content. 

Despite the potential utility of LLMs for education, there are sig-
nificant concerns around their correctness and ability to meet 
students at their appropriate level [20] . While the results from these 
education-related LLM explorations are encouraging, there are eth-
ical considerations when using LLM outputs for math education 
[20, 34]. A primary concern involves hallucinations, instances 



where LLMs generate answers that sound plausible and coherent 
but are factually incorrect [12]. Such misleading yet persuasive re-
sponses from LLMs could inadvertently instill incorrect conceptual 
understanding in students. Researchers from the AI community 
have investigated strategies to mitigate LLM hallucinations (see Ji 
et al.’s review [19] ), with retrieval-augmented generation (RAG) 
standing out given its effectiveness and flexibility of implementa-
tion (e.g., model agnostic) [23, 52]. Conceptually, RAG in an 
educational context aims to bolster the correctness of LLM-based 
QA by drawing from external knowledge sources such as syllabi, 
workbooks, and handouts, such that the LLM’s responses are, to 
various extents, anchored to established learning materials [36]. An 
interactive student chat backed by RAG offers the promise of both 
high correctness and faithfulness to materials in a vetted curricu-
lum. Grounding tutoring materials in a student’s particular 
educational context is an important requirement for system adop-
tion [16, 53]. 

 

3. CURRENT STUDY 
To support the development of reliable conceptual question-an-
swering in a math chatbot, we implemented a retrieval-augmented 
generation system backed by a vetted corpora of math content, e.g. 
lesson plans, textbooks, and worked examples. RAG cannot pro-
vide a benefit during generation if the retrieved documents are not 
relevant, so we intentionally selected a corpus that will be relevant 
to many math-related student questions but not to all plausible 
questions. 

Student queries - Math Nation is an online math platform with an 
interactive discussion board [5]. On this board, students seek help 
on math-related questions supported by their instructors, paid tu-
tors, and peers. We annotated a random sample of 554 Math Nation 
posts made by students between October 2013 and October 2021 
on boards for Pre-algebra, Algebra 1, and Geometry. We identified 
51 factual and conceptual questions that have sufficient context to 
be answerable; the majority of excluded questions sought proce-
dural help. Representative questions are shown in Table 1. 

Table 1: Representative student questions in the Math Nation queries.	 

	
OpenStax Prealgebra retrieval corpus - We selected a Prealgebra 
textbook made available by OpenStax [26], segmented by sub-sec-
tion. The textbook covers whole numbers, functions, and geometry, 
among other topics. 

RAG implementation - We adopted a chatbot context as the un-
derlying LLM, generating all responses with the OpenAI API using 
model gpt-3.5-turbo-0613 with default temperature settings. We 
built on an implementation of RAG  [22] that uses a variant of par-
ent retrieval [8]. When a student asks a question, we identify a 
single relevant section of the textbook using cosine similarity 
against dense representations of the query and the textbook subsec-
tions. We created all representations using OpenAI’s text-
embedding-ada-002 model [13], an effective dense text embedding 
model [31].  

3.1 Can retrieval-augmented generation and 
prompt engineering increase the ground-
edness of LLM responses? 

In using RAG, we hope that system responses will both answer the 
student’s query and reflect the contents of the retrieved document. 
As the retrieved document cannot be perfectly relevant for all que-
ries, achieving this groundedness may require producing inaccurate 
or otherwise less useful responses. Thus, there is an apparent trade-
off between groundedness and the perceived usefulness of the sys-
tem response. If this trade-off exists, we may want to influence the 
balance between groundedness and usefulness by adjusting the sys-
tem prompt. This first study tackles a basic question: can we 
influence this balance by engineering the prompt? We now intro-
duce the prompt guidance conditions we used, the queries used for 
evaluation, and three evaluation metrics. 

Guidance conditions - Prompt engineering is important for LLM 
performance [25, 28, 48]. Each guidance condition was selected by 
iterative, qualitative exploration of prompts given 1-3 sample stu-
dent questions. While these prompts are unlikely to be “optimal” 
[51], they produce reasonable outputs. The No guidance condition 
does not use RAG and contains a simple prompt that begins: “You 
are going to act as a mathematics tutor for a 13 year old student 
who is in grade 8 or 9. You will be encouraging and factual. Prefer 
simple, short responses.” Other prompts build on this basic instruc-
tion set—see additional details in code/date release. The Low 
guidance prompt adds “Only if it is relevant, examples and lan-
guage from the section below may be helpful to format your 
response:” followed by the retrieved document. The High guidance 
prompt instead says “Reference content from this textbook section 
in your response:”. The Information Retrieval condition—used 
only in this first study to demonstrate the shortfalls of automated 
metrics for conversational responses—says “Repeat the student’s 
question and then repeat in full the most relevant paragraph from 
my math textbook.”  

Student queries - Math Nation is an online math platform with an 
interactive discussion board [5]. On this board, students seek help 
on math-related questions supported by their instructors, paid tu-
tors, and peers. We annotated a random sample of 554 Math Nation 
posts made by students between October 2013 and October 2021 
on boards for Pre-algebra, Algebra 1, and Geometry. We identified 
51 factual and conceptual questions that have sufficient context to 
be answerable; the majority of excluded questions sought proce-
dural help. Representative questions are shown in Table 1. 

Evaluation metrics - Given the relative novelty of our task, auto-
matically measuring usefulness or correctness is not feasible. 
However, there is a large body of information retrieval (IR) litera-
ture on measuring groundedness of a generated text. We adopt three 
metrics used in prior work [1, 9, 12, 38]. K-F1++ is a token-level 
metric that completely ignores semantics, proposed by Chiesurin et 
al. as more appropriate for conversational QA than Knowledge F1 
[9]. BERTScore is a token-level metric that uses RoBERTa-base 
embeddings to model semantics [54]. BLEURT is a passage-level 
metric that models semantics using BERT-base fine-tuned on hu-
man relevance judgments [42]. 

Results - Fig. 2 shows that metric values on the 51 queries increase 
across guidance conditions. All confidence intervals are computed 
at the 95% significance level. These results confirm our basic intu-
ition that groundedness is manipulable with prompt engineering. 
We do not know if response quality stays the same, increases, or 
even decreases as groundedness increases, but the results of the IR 



condition suggest that it might decrease: while the token-level met-
rics indicate that IR is the most grounded condition, its responses 
include no conversational adaptation to the student’s question and 
so are lower quality in our context. In study 2, we will directly ad-
dress the questions of response quality and groundedness by 
surveying humans. 

 
Figure 2: Groundedness for four levels of prompt guidance.   

    

3.2 Do humans prefer more grounded re-
sponses? 

Methods - To understand the impact of guidance on human prefer-
ence for LLM responses, we surveyed 9 educators and designers of 
education technologies. We selected a comparative (within-sub-
jects) design: with query and response order randomized, 
respondents ranked from best to worst the responses generated in 
the None, Low, and High guidance conditions for each query. To 
determine if the guidance conditions were perceived to be grounded 
in the retrieved document, we adapted a scale used in prior work as 
an ordinal None (0), Partial (1), Perfect (2) judgment [1]. Responses 
were spread across four Qualtrics surveys; all questions received 3-
4 responses. The survey is available in code/date release. 

Results - Fig. 3 shows respondent preferences for the three guid-
ance conditions. Responses in the low guidance condition are 
preferred over responses in the no guidance and high guidance con-
ditions. The high and no guidance conditions were statistically 
indistinguishable. At least two of the guidance conditions signifi-
cantly differ in groundedness (n=153, one-way ANOVA F(2.0, 
99.38)=6.65, p=0.001). We observed substantial inter-rater varia-
tion for groundedness (n = 153, Krippendorff’s α=0.35). Fig. 4 
shows that respondents do perceive high guidance responses to be 
more grounded in the retrieved document than low and no guidance 
responses. Surprisingly, low guidance responses are not perceived 
to be significantly more grounded than no guidance responses, sug-
gesting that low guidance responses are preferred for reasons other 
than their groundedness, a question we will investigate further in 
study 3. 

 
Figure 3: Ranked preferences for LLM responses in three guidance 
conditions: no guidance (N), low guidance (L), and high guidance (H).  

 
Figure 4: Groundedness of the generated responses on an ordinal None 
(0), Partial (1), Perfect (2) scale. 

 

3.3 How does retrieval relevance affect re-
sponse groundedness? 

Methods - It may be that responses in the low guidance condition 
were preferred by survey respondents because the LLM includes 
content in the retrieved document if it is relevant and omits it if not. 
To test this hypothesis, three of the authors independently anno-
tated each query and the associated retrieved document for 
relevance using a four-point ordinal scale used in prior work [15, 
3]—see additional details in code/date release. 

 

Results - Inter-rater reliability was generally low (n = 51, Fleiss’ κ 
= 0.13, Krippendorff’s α = 0.40). For subsequent analysis, we com-
puted the mean relevance of each document across annotators. 
70.6% of queries are deemed at least topically relevant, while 
33.3% are deemed partially relevant or better; see Fig. 5a for the 
full distribution. Across all guidance conditions, responses were 
more likely to be grounded if the retrieved document is relevant 
(Fig. 5b). However, we observed no significant relationship be-
tween relevance and preference (rank). For example, for queries 
where low guidance responses are preferred over high guidance re-
sponses, mean relevance is actually slightly higher (diff=0.19, t=-
1.45, p=0.15). 

 
Figure 5: Human-annotated relevance of the retrieved document for all 
51 queries. 

Correlation between human annotations and automated met-
rics. Given the results in study 2 suggesting that low guidance 
responses are not perceived to be more grounded than no guidance 
responses, we were further interested in possible correlations be-
tween perceived groundedness or relevance and the automated 
groundedness metrics.  Table 2 shows modest positive correlations 
be- tween automated groundedness metrics and human annotations. 
K-F1++ has the strongest correlation (r=0.52) with groundedness, 
although the correlation is weaker as guidance decreases.  

Table 2: Correlation between human annotations and automated 
groundedness metrics. Pearson’s r with p-values Bonferroni-corrected 
for 12 comparisons. Note: ∗p<0.05, ∗∗p<0.01, ∗∗∗p<0.001. 

 

4. DISCUSSION 
Across three studies, we investigated prompt engineering as a guid-
ance mechanism alongside retrieval- augmented generation to 
encourage high-quality and grounded responses that are appropri-
ate for students. Our most important finding is that humans prefer 
responses to conceptual math questions when retrieval-aug-
mented generation is used, but only if the prompt is not “too 
guiding”. While RAG is able to improve response quality, we ar-
gue that designers of math QA systems should consider trade-offs 
between generating responses preferred by humans and responses 
closely matched to specific educational resources. Math QA sys-
tems exist within a broader socio-technical educational context; the 



pedagogically optimal response may not be the one preferred by the 
student at that time. Chiesurin et al. distinguish between grounded-
ness—when a response is found in the retrieved document—and 
faithfulness—when the response is both grounded and answers the 
query effectively [10]. Faithfulness is a desirable property for con-
ceptual math QA systems, and we view designing for and 
evaluating faithfulness as an open problem. Our findings suggest 
that carefully calibrated prompt guidance within RAG is one poten-
tial design knob to navigate faithfulness. Future work might 
improve understanding of faithfulness by building taxonomies 
based on educational theories of effective tutoring, adapting exist-
ing procedural faithfulness metrics (e.g., [1, 12]), and explaining 
the role of retrieved document relevance (as in our surprising study 
3 results finding that relevance was not a meaningful predictor of 
human preference).      

This paper is a preliminary step toward understanding the relation-
ship between groundedness and preference in conceptual math QA 
systems. Future work must extend beyond single-turn responses to 
include exploration of follow-up questions [50] and to design for 
the actual context of use. A significant limitation of our study was 
the absence of direct preference data from middle-school students, 
although we did use real student questions. Qualitative research of 
students’ preferences should focus not only on correctness but also 
on factors such as conceptual granularity, curricular alignment, and 
cultural relevance. We were concerned about the ethics of present-
ing an untested math QA system to students but are now combining 
insights from these results with the implementation of guard-rails 
to deploy a safe in-classroom study. Beyond preferences, future 
math QA systems that use RAG will need to explore the relation-
ship between students’ response preferences and actual learning 
outcomes.  
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