
The Cleaned Repository of Annotated Personally Identifia-
ble Information 

Langdon Holmes 
Vanderbilt University 

langdon.holmes@vanderbilt.edu 

Jiahe Wang 
Vanderbilt University 

jiahe.wang@vanderbilt.edu 

Scott Crossley 
Vanderbilt University 

scott.crossley@vanderbilt.edu 

Weixuan Zhang 
Vanderbilt University 

weixuan.zhang@vanderbilt.edu

ABSTRACT 
Protecting student privacy is of paramount importance and has his-

torically led to educational datasets not being released to the 

general community. Instead, many datasets are shared among a 

small number of researchers working on specific projects. How-

ever, these datasets could provide significant value to the 

educational research community if they were made available and 

could help ensure replication studies of important educational re-

search. Deidentifying the student data is, in some cases, sufficient 

to permit data sharing among researchers and even public release. 

However, most educational datasets are quite large, making 

deidentification extremely time-consuming and difficult. A solu-

tion is automated deidentification, but this is challenging for 

unstructured text data like that found in educational environments. 

This paper introduces a new open-source dataset called the Cleaned 

Repository of Annotated Personally Identifiable Information 

(CRAPII). CRAPII is designed to test and evaluate automated 

deidentification methods for educational data. The dataset com-

prises over 20,000 student essays that have been annotated for 

personally identifiable information (PII). Within the dataset, all oc-

currences of PII have been replaced with surrogate identifiers of the 

same type. The purpose of CRAPII is to promote the development 

of automated deidentification methods specifically designed for 

and tested on student writing. To further this goal, we are hosting 

an open data science competition in which teams of data scientists 

compete to develop deidentification algorithms using CRAPII. 
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1. INTRODUCTION
Student writing samples provide valuable insight into learning that 

can help researchers understand learning outcomes, learning pro-

cesses, student motivation, educational development, and user 

feedback. Student writing also presents valuable resources for de-

veloping and evaluating automated content generation systems and 

approaches to personalized learning including recommendation and 

feedback systems. Student writing data may be collected from 

essays, free responses to questions, peer feedback comments, dis-

cussion forum posts, and chat messages. Written data has become 

more valuable for educational research as recent advances in natu-

ral language processing (NLP) allow researchers to more easily 

quantify variables of interest in writing samples, including 

measures of writing quality, content mastery, and socio-emotional 

learning [13]. Chat logs produced from student interactions with 

intelligent tutors and generative AI are also becoming a valuable 

resource for gathering insights into how students learn and develop 

[18].  

Research into student writing is limited by a paucity of large and 

open-source collections of samples, despite calls for improved data 

sharing practices across many fields [33]. One reason that research-

ers are often reluctant to share data is the presence of private or 

sensitive information [10, 11]. This problem is especially challeng-

ing when datasets comprise student writing, which may contain 

identifying information such as names, e-mails, and phone num-

bers. Accidentally sharing such information would compromise 

students’ privacy and could have detrimental effects for researchers 

including loss of funding and personal fines. Furthermore, educa-

tional institutions in the United States who inappropriately handle 

student data can face penalties under the Family Educational Rights 

and Privacy Act of 1974 (FERPA) [37]. 

Written data is distinct from structured (tabular) data [25] in which 

deidentification can sometimes be as simple as removing the col-

umn that contains private information (such as an “email” column). 

In contrast, deidentifying student writing requires finding the email 

addresses in the writing samples and then obfuscating them. While 

this is relatively easy for humans to do, annotator labor is resource 

intensive. On the other hand, automatic deidentification remains 

challenging, and while some solutions have reached over 95% re-

call for medical records [7, 23], these solutions are less effective 

for student writing genres, such as essays and forum discussions 

[14]. For example, they would likely fail to distinguish between a 

student’s name (private) and a cited author (not private), resulting 

in poor precision. Previous work on deidentification of student 

writing has largely focused on student names, reaching 84% recall 

in student essays [16] and 95% recall in forum discussion posts [4]. 

However, these solutions either did not account for or had poor per-

formance labeling other important identifier types in student 

writing, including usernames and personally identifiable URLs 

(such as a link to the student’s social media profile) [14]. 

Since no comprehensive automatic deidentification tools exist for 

student writing, educational researchers that want to share data are 

forced to deidentify student writing manually [21]. In practice, 

however, the high costs of manual deidentification means that most 

data remains private. In the era of big data, this is a major limitation 

L. Holmes, S. Crossley, J. Wang, and W. Zhang. The cleaned repos-
itory of annotated personally identifiable information. In B. Paaßen
and C. D. Epp, editors, Proceedings of the 17th International Con-
ference on Educational Data Mining, pages 790–796, Atlanta, Geor-
gia, USA, July 2024. International Educational Data Mining Society.

© 2024 Copyright is held by the author(s). This work is distributed
under the Creative Commons Attribution NonCommercial NoDeriva-
tives 4.0 International (CC BY-NC-ND 4.0) license.
https://doi.org/10.5281/zenodo.12729952

https://doi.org/10.5281/zenodo.12729952


on the field of educational text mining. Open datasets promote re-

producibility and transparency in research and allow researchers to 

address research questions without collecting new data, saving time 

and resources. Open datasets also offer unique opportunities to 

evaluate the performance of predictive models [22].  

Our goal is to release a large-scale corpus of student writing that is 

annotated for PII to help researchers develop and evaluate auto-

mated approaches to the deidentification of student writing. By 

applying multiple different models to the dataset, progress can be 

monitored and more effective comparisons between methods can 

be made, allowing for benchmarks to be set. Shared tasks like PII 

annotation allow diverse research teams to tackle problems using 

open-access datasets [17, 32]. Successful models developed on a 

PII corpus would allow applications across the field of educational 

text mining and help researchers release open educational datasets 

in the future, supporting higher quality and replicable research. 

1.1 Deidentification 
Deidentification is an approach to protecting privacy that entails the 

obfuscation of a predefined set of identifiers from a dataset [20]. 

Identifiers can be direct or indirect, where direct identifiers are var-

iables that are unique to a specific person and sufficient to 

independently reidentify that person while indirect identifiers could 

only identify a person when combined with other information. Di-

rect identifiers include email address, name, and phone number; 

indirect identifiers include nationality, employer, and age. In the 

medical field, The Health Insurance Portability and Accountability 

Act defines 18 identifiers that must be obfuscated before medical 

patient data can be shared in the United States [26]. The U.S. De-

partment of Education diverges from this usage of the term 

deidentification, describing deidentified data as having “all per-

sonal identifiable information removed” including information that 

“alone or in combination” could lead to the identification of a stu-

dent with “reasonable certainty” [36]. In the present paper, we will 

refer to this level of privacy as “full anonymization.”  

A limitation of deidentification is that it does not fully eliminate 

identity disclosure risk. This is because a predefined list of identi-

fiers does not cover all possible types of identifying information. 

While deidentification can substantially mitigate the risk of reveal-

ing a data subject’s identity, it may not be sufficient for all contexts 

and types of data. Data may be considered especially sensitive 

when the data subject belongs to a vulnerable population, such as a 

minority, or the data contains sensitive information such as the sub-

ject’s criminal history or religious beliefs. Additionally, in cases 

where informed consent to share the deidentified data cannot be 

obtained, other approaches to protecting privacy may be required. 

For example, in the context of FERPA, data that is merely deidenti-

fied (and not fully anonymized) would require the student’s and/or 

parents’ consent before it could be shared publicly by an educa-

tional institution in the United States. Full anonymization is time 

consuming and costly for unstructured data such as student writing 

because it requires human labor and is likely to involve specialized 

annotation software, staffing of annotators, training, monitoring 

progress and accuracy, and the careful development of effective an-

notation guidelines. Restricted data sharing via data enclaves or 

restricted use agreements [1, 11] is an alternative option when 

deidentification is inappropriate and full anonymization would be 

too costly. However, these approaches have limitations as well. 

Data enclaves and restricted use agreements require ongoing in-

volvement from the data steward to review requests for data use 

and maintain the data’s availability. Furthermore, data enclaves re-

strict researchers from using their own computers to analyze the 

data, which can add friction to the process of analysis and even re-

strict the types of models that can be developed using the data. 

An alternative approach is automatic deidentification, which is a 

sub-task of named entity recognition (NER). Like NER, automated 

deidentification is primarily concerned with extracting a predefined 

set of named entities (people, organizations, dates, etc.) from a text. 

However, deidentification also requires a decision to be made about 

the identity disclosure risk associated with each entity.  

State of the art approaches to automatic deidentification rely on pre-

trained, transformer-based language models [7, 23]. Adapting these 

models for the purpose of deidentification requires a substantial 

amount of labeled training data. A major barrier to progress in the 

development of models for deidentifying student writing is the lack 

of publicly available datasets that can be used for model develop-

ment and evaluation. Rapid progress in the field of natural language 

processing (NLP) benefits from shared datasets in which different 

methods can easily and effectively be compared. Several shared 

tasks have led to progress in deidentification of other text types, 

including the i2b2 shared task, in which 18 teams competed to 

deidentify medical discharge summaries [35]. Several datasets with 

labeled PII have recently been produced for the purpose of address-

ing privacy issues in language model pre-training data. The 

BigCode PII dataset contains 12,000 samples of computer code an-

notated for PII by crowd-workers [2]. The PII masking dataset from 

ai4privacy contains 200,000 synthetically-generated samples la-

beled for PII [28]. These datasets are important resources 

promoting the development of automatic deidentification systems, 

but they do not reflect the specific privacy protection requirements 

of student writing genres. 

1.2 Current Work 
The current work seeks to promote the development of automated 

methods for the deidentification of student writing by introducing 

a large, public dataset of student writing samples that is labeled for 

PII. The purpose of the dataset is to give educational researchers a 

sandbox from which to develop and evaluate models for the auto-

matic annotation of PII. The dataset was used in a shared data 

science task hosted on Kaggle [34]. Development of the dataset is 

discussed in three sections: data selection, annotation of PII, and 

obfuscation of PII.  

2. THE CRAPII CORPUS 
The Cleaned Repository of Annotated Personally Identifiable In-

formation (CRAPII) is a corpus of 22,688 samples of student 

writing. Of these documents, 31.2% contain at least one instance of 

personally identifiable information (PII) across 14 distinct PII 

types. All instances of PII have been replaced with contextually in-

formed and plausible surrogate identifiers to protect the identity of 

the original authors while also maintaining the utility of the dataset. 

2.1 Data Selection 
CRAPII was built from student writing samples collected from 

learners enrolled in a massively open online course. The course was 

offered by a large university in the United States and focused on 

critical thinking through design. The course covered thinking strat-

egies intended to help students solve real-world problems, such as 

storytelling and visualization. Course duration was estimated by the 

content provider to be 6 hours, and all materials were presented in 

English. At the time of data collection (April 2022), 367,788 stu-

dents had enrolled, and 39,118 students had completed the course. 

The course encompassed lecture videos, a discussion forum, and 

assessments. To fulfill the requirements of the course, students had 



to submit a reflection essay applying the course concepts to a fa-

miliar problem. Submissions were required to be in PDF format. At 

the time of download, there were a total of 221,043 recorded sub-

mission events, including multiple entries from some students. 

Participant consent was obtained by the educational provider who 

collected the data, and no data was retrieved from participants un-

der the age of 18. The study was evaluated by an Institutional 

Review Board (IRB) who determined the study did not require re-

view. 

To compile CRAPII, we conducted a series of data cleaning proce-

dures summarized in Table 2. Our initial step was to select all 

submissions that had been graded. Submissions were graded via a 

peer review process. We selected graded submissions so that the 

scores could be explored in a separate investigation. In instances 

where a single student had multiple graded submissions, determin-

ing which submission corresponded to the overall course grade 

proved challenging. Consequently, users with multiple graded sub-

missions were excluded from the study, leaving 38,267 viable 

submissions. 

Table 1 Effect of data selection steps on corpus size 

 

Each submission was linked to a download hyperlink. To refine the 

dataset, we excluded files lacking a valid hyperlink, exceeding 10 

megabytes in size, or surpassing 5 pages in length. We eliminated 

submissions more than 5 pages in length because these were largely 

irrelevant documents, such as publicly available dissertations, and 

slide decks, which contained minimal text in paragraph form. Fol-

lowing these criteria, 32,525 assignment submissions remained and 

were subsequently downloaded. 

After downloading, submissions were automatically parsed using 

the PyMuPDF parsing library [30], which converted them to plain 

text. If the file was parsed without error, we then ensured that it was 

written in English using the Chromium language detection algo-

rithm [8]. In addition to filtering out non-English submissions, this 

step also served to remove submissions that were parsed incorrectly 

(i.e., the English text was not recovered by the parser). Lastly, we 

excluded any submissions with less than 50 words (whitespace-de-

limited tokens) because these would likely not contain enough 

language for subsequent analysis [9]. After removing documents 

based on these criteria, the resulting corpus contained 29,152 plain 

text essays.  

To remove near-duplicate documents, we created a document-term 

matrix (DTM) using the submissions where “terms” are trigrams 

(contiguous sequences of three tokens). We tokenized the submis-

sions using a simple whitespace tokenizer written as a regular 

expression. To reduce the number of distinct tokens, we lowercased 

all characters and removed accents by converting to ASCII encod-

ing. We also removed stopwords using NLTK’s English stopwords 

list [3]. The result was a one-hot encoded vector of trigrams for 

each document. We then calculated cosine similarity for all pair-

wise comparisons of documents. We selected cosine similarity over 

Jaccard similarity [19] or containment score [5] because it can be 

calculated more efficiently, which was essential given the large 

number of pairwise comparisons being made. To determine a rea-

sonable threshold value for cosine similarity, we plotted the highest 

cosine similarity of each document using a cumulative line plot, as 

shown in Figure 1. While there was a clear inflection point around 

0.10, we opted for a more conservative value of 0.9. This means 

that any document with a cosine similarity over 0.9 to any other 

document was labeled as a duplicate, and we eliminated both from 

the dataset. 

 
Figure 1 Cumulative density plot of cosine similarity 

At this stage, we observed that some documents contained errors 

that likely resulted from the automatic PDF parsing process. For 

example, multiple documents had the “io” digraph (in words like 

“creation”) replaced with a “3”. However, these errors were too di-

verse and numerous to build special rules to detect all of them 

reliably. As a result, we utilized an anomaly detection algorithm 

known as an elliptic envelope to discover documents with anoma-

lous distributions of characters. For this approach, we utilized a 

DTM where “terms” are individual characters. We again removed 

accented characters by converting to ascii because we thought the 

approach would be more effective for characters with consistent, 

normal densities across document (for example, the density of the 

letter ‘e’ or a space ‘ ’ across documents is roughly normally dis-

tributed). We still applied ASCII encoding to remove accents but 

preserved capitalization and stopwords. This resulted in a matrix 

with 96 feature columns, each corresponding to an ASCII charac-

ter. We then fit an elliptic envelope on the DTM. The elliptic 

envelope is an unsupervised machine learning method that we used 

to detects texts with atypical character distributions. The approach 

represents data as a high-dimensional Gaussian distribution and al-

lows for covariance among features. The algorithm aims to draw an 

ellipse that covers the majority of data occurrences. Data that lies 

outside the ellipse is considered anomalous. We utilized the sckit-

learn implementation [27] and set the contamination parameter to 

0.3, which encourages the model to find an envelope that excludes 

30% of the data. This value was arrived at by manually reviewing 

small samples of predicted outliers under different configurations. 

The final model found 702 outliers. Manual inspection of a sample 

of these documents revealed that a majority exhibited formatting 

problems consistent with PDF parsing errors.  

The resulting corpus of student writing is substantially more usable, 

with nearly all essays representing a legitimate effort to complete 

the assignment. However, the techniques employed to select writ-

ing samples are imperfect, and it is likely that many problematic 

Selection Step Count Remaining 

Submission events 221,043 

Graded submissions 44,593 

Submissions unique to user 38,267 

Valid download URL 32,525 

Parsed to English text 29,142 

Deduplicated 23,390 

Non-anomalous 22,688 



samples remain in the dataset. These include character encoding or 

linespacing errors from PDF parsing, as well as partially duplicated 

documents (likely plagiarism). We hope that any messiness remain-

ing in the dataset will lead to the development of deidentification 

techniques that generalize well to diverse forms of student writing. 

2.2 Annotation of PII 
We developed an annotation scheme that included seven direct 

identifier types and six indirect identifier types. This annotation 

scheme was based on previous work in text anonymization [29], 

including our own previous efforts [14, 15]. The direct identifiers 

were student names, instructor names, email addresses, usernames, 

IDs, phone numbers, personal URLs, and street addresses. In all 

cases except for instructor names, only labels that could be used to 

identify a student were considered PII. Indirect identifiers were 

ages, dates, locations (including nationality), educational affilia-

tions, employment affiliations, and “other,” which served as a 

catch-all category for any PII that did not fit into another category. 

All essays were annotated independently by two raters and any dis-

agreements were adjudicated by a third rater. The first 500 

annotated essays from each annotator were reviewed by the first 

author, and a one-on-one meeting was held to correct any misinter-

pretations of the annotation guidelines and to discuss edge cases.  

Annotation and adjudication took place on the UBIAI annotation 

platform. Inter-annotator agreement (before adjudication) was 

83%, as reported by UBIAI. Throughout the process, annotators 

were reminded to apply labels liberally. After all essays had been 

annotated by two raters, a single adjudicator reviewed all disagree-

ments across the dataset. Disagreements occurred when one 

annotator applied a label to a sequence of tokens that differed from 

the other annotator’s label. This includes cases where one annotator 

labeled a sequence of tokens and the other did not, when one anno-

tator used a different label for the same sequence of tokens, or when 

both annotators applied the same label to an overlapping sequence 

of tokens (perhaps one annotator included a piece of punctuation or 

an article while the other did not). The adjudicator resolved any 

disagreements by selecting one of the two annotations or by making 

an entirely new decision. After adjudication, the essays were ex-

ported from the web-based annotation software. The approximate 

counts of each PII type are shown in Figure 2. 

 

Figure 2 Count of PII Types 

2.3 Obfuscation of PII 
All instances of PII within the annotated essays were obfuscated 

using a strategy known as hiding-in-plain-sight or HIPS [6]. We 

used HIPS because no text deidentification method can guarantee 

100% accuracy at scale, not even human annotation. HIPS is a strat-

egy for reducing the identity disclosure risk of leaked identifiers. 

Under normal circumstances, text deidentification makes it clear 

what was removed – and what was not – by leaving markers such 

as “[REDACTED]” or “<name_a>” where the PII has been re-

placed. As a consequence, any PII that has been leaked is easily 

distinguished. The HIPS strategy obfuscates labeled PII by replac-

ing that PII with a contextually appropriate surrogate identifier. For 

instance, a string of characters identified as a student’s name (e.g., 

Juan) would be replaced with the string of characters “Samuel”. For 

the construction of the CRAPII dataset, we adopt this same ap-

proach. 

2.3.1 Manual Obfuscation 
Identifiers labeled as “other” were manually obfuscated by the first 

author. Using a custom-built graphical interface, each of these iden-

tifiers was reviewed in context, and a suitable surrogate was 

manually generated. 

2.3.2 Shuffling of Indirect Identifiers 
Indirect identifiers cannot uniquely identify a student on their own, 

so they are no longer private when taken out of context. As a result, 

we adopted a simple shuffling strategy for some indirect identifier 

types. This works by replacing each instance of an identifier with a 

randomly sampled identifier of the same type from another docu-

ment in the dataset. This means that the surrogate identifier will 

often not be contextually appropriate. This approach was deemed 

acceptable since the focus of the dataset and the competition is on 

direct identifiers. 

The shuffling strategy was adopted for locations (including nation-

alities), employers, and educators. The sampling was completely 

random, except that all repeated mentions of the same identifier 

within an essay were replaced with the same surrogate. 

2.3.3 Randomization of Direct Identifiers 
For some direct identifiers, it was possible to develop a randomiza-

tion system that mutated the original value while keeping its 

orthographic shape (e.g., replacing numbers with different num-

bers). This strategy allowed us to preserve the form of some 

identifiers while nullifying their identity disclosure risk.  

For student IDs, we replaced each alphabetic character with a ran-

dom character of the same type (maintaining case), numbers with 

random numbers, and retained punctuation (such as spaces and hy-

phens). 

We also randomized dates. Dates can appear in a wide variety of 

formats even without factoring in typographic errors. There are also 

restrictions on what constitutes a valid date and what dates are con-

textually appropriate. We first broke dates into day, month, and 

year components using regular expressions and then randomly sam-

pled an appropriate value for each component. Any sequence of one 

or two digits with a value of 12 or less was replaced with a random 

value of 12 or less. Values greater than 12 were replaced with a 

value from 1-30. This allows us to randomize day and month com-

ponents without distinguishing between them, and only results in 

very few impossible dates (e.g., February 30). For years, we sam-

pled from a distribution centered near the original year and skewed 

towards the past to reduce the risk of generating a contextually in-

appropriate date (replacing a past date with a future date). Historical 



dates and citations are generally not PII, so these dates remain un-

perturbed. 

While it would not be feasible to obfuscate all URLs through ran-

domization, a majority of personal URLs annotated in the dataset 

belonged to a small set of social media sites. For these URLs, it was 

possible to deconstruct the string and randomize the identifying 

component of the URL following the format of major social media 

site URLs. This approach was preferable to replacing the full URL, 

because it maintains the original shape and meaning of the URL. 

2.3.4 Procedural Generation 
We obfuscated usernames, email addresses, phone numbers, and 

any remaining URLs (URLs not referring to a major social media 

website) using procedural generation provided by the Faker Python 

package [12]. Procedural generation with Faker uses a combination 

of pre-defined patterns for composite entities and lists for fine-

grained entity types. For example, URLs can include a protocol 

(https://), a domain name (“[www.]william-jackson”), a top-level 

domain (“.com”), and a page location (“/blog/posts/1”). Faker ran-

domly selects a pattern string comprising some or all of these 

elements (“[protocol][domain][top-level domain]”). It then ran-

domly selects fine-grained entities from corresponding lists (or 

random letters and digits, where appropriate) to populate each com-

ponent of the pattern. 

Most personal URLs not belonging to major social media sites were 

either a student’s personal webpage or blog, and Faker generated 

plausible surrogate URLs for these cases. Usernames, email ad-

dresses, and phone numbers were also generated by Faker using the 

same strategy of randomly selecting a pattern and populating it with 

random elements. 

2.3.5 Contextual Procedural Generation 
Student names are the most frequent type of direct identifier in the 

dataset by a wide margin. As a result, we adopted a more complex 

strategy for student names. 

Using a large, international dataset of names with associated gender 

and nationality codes [31], we sampled contextually appropriate 

names to use as replacements for the originals. The first step in this 

process was to break the original name into first and last compo-

nents. We achieved this by using a rule-based name parser [24]. 

Then, we matched gender using the first name component and na-

tionality using the last name component. Using these values, we 

randomly sample a full name from the dataset, matching on gender 

and nationality. While this approach is somewhat crude, it was ef-

fective in practice, generating diverse and contextually plausible 

surrogate names. If a gender or nationality could not be determined, 

then no filter was applied for this value during sampling. If the com-

bination of gender and nationality resulted in a filtered list of names 

that was less than 50, a name was sampled from the full dataset at 

random. 

Each of these surrogate generation strategies was implemented with 

the help of the Presidio anonymization library, which simplified the 

process of aligning the PII labels to the newly generated PII [38]. 

The result is a first-of-its-kind, large-scale, publicly released da-

taset of PII in student writing. The purpose of the corpus is to 

develop and evaluate deidentification systems, but the corpus itself 

has been fully anonymized by obfuscating all identifiers present in 

the writing samples. The corpus is openly available through Kaggle 

[34]. Code artifacts are available in a GitHub repository 

(https://github.com/langdonholmes/CRAPII).  

3. DISCUSSION 
In this paper, we introduced the Cleaned Repository of Annotated 

Personally Identifiable Information (CRAPII). The corpus provides 

researchers within the educational data mining community with a 

resource from which to develop and test deidentification strategies 

for student writing. 

The dataset was developed using the records of an online, open-

access course. As a result, significant cleaning steps were required 

to convert a subset of the data into a usable, plain text form. We 

attempted to exclude documents written in other languages, that 

were plagiarized, or that suffered from character encoding issues. 

To address the latter problem, we implemented a novel approach 

for identifying documents with anomalous character distributions 

in a large dataset. 

All PII in the dataset was labeled by human annotators, and any 

disagreements were resolved by an adjudicator. Before adjudica-

tion, inter-annotator agreement was measured at 83%, which we 

consider to be a good value for a complex sequence labeling task. 

To obfuscate the labeled direct identifiers in the corpus, we adopted 

several strategies for generating surrogate identifiers that were in-

spired by the hiding-in-plain-sight approach to deidentification. 

Replacing the original PII with surrogate identifiers allows the da-

taset to be released publicly. We hope that the CRAPII corpus will 

serve as a useful resource for developing and evaluating deidentifi-

cation methods. 

4. FUTURE DIRECTIONS 
One of the major challenges of deidentification is that a successful 

tool must not only categorize named entities; it must also assess the 

identity disclosure risk of the named entity. For this reason, we ex-

pect successful models of PII detection to rely on pre-trained, 

transformer-based large language models, which tend to perform 

well for semantically informed tasks. 

The purpose of the shared data science task making use of the 

CRAPII corpus [34] is to develop such models. These models can 

then be utilized in learning analytics pipelines and by researchers 

wishing to share their data in a deidentified form. A secondary goal 

of the shared task is to call attention to the twin challenges of pro-

tecting student privacy and practicing science openly. As we have 

argued, deidentification is not a good fit for all scenarios, but when 

paired with ethical and thoughtful consideration on the part of data 

stewards, we believe that cost-effective methods for the deidentifi-

cation of student writing will benefit educational research by 

making data sharing more practical. 
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