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ABSTRACT
The effectiveness of feedback in enhancing learning outcomes
is well documented within Educational Data Mining (EDM).
Various prior research have explored methodologies to en-
hance the effectiveness of feedback to students in various
ways. Recent developments in Large Language Models (LLMs)
have extended their utility in enhancing automated feedback
systems. This study aims to explore the potential of LLMs
in facilitating automated feedback in math education in the
form of numeric assessment scores. We examine the effec-
tiveness of LLMs in evaluating student responses and scor-
ing the responses by comparing 3 different models: Llama,
SBERT-Canberra, and GPT4 model. The evaluation re-
quires the model to provide a quantitative score on the stu-
dent’s responses to open-ended math problems. We employ
Mistral, a version of Llama catered to math, and fine-tune
this model for evaluating student responses by leveraging
a dataset of student responses and teacher-provided scores
for middle-school math problems. A similar approach was
taken for training the SBERT-Canberra model, while the
GPT4 model used a zero-shot learning approach. We eval-
uate and compare the models’ performance in scoring accu-
racy. This study aims to further the ongoing development
of automated assessment and feedback systems and outline
potential future directions for leveraging generative LLMs
in building automated feedback systems.

Keywords
Auto-Scoring, Automated Feedback, Open-End Problems,
Large Language Models, Online Learning Platforms

1. INTRODUCTION
The growing integration of online learning platforms into
traditional educational settings has influenced the devel-
opment and direction of educational research. The global
pandemic, COVID-19, resulted in the adoption of Online

Learning Platforms (OLP)[1]. Consequently, various OLPs,
especially in math education, have gained popularity over
the recent years [15]. With the popularity of these plat-
forms, there has been various research investigating effective
teaching strategies, with many reporting on the benefit of
timely and immediate feedback [5, 14, 7]. Feedback plays
a crucial role in facilitating effective learning experiences,
offering more than just assessments on the correctness of
their answer by providing student-specific guidance. Timely
feedback, in particular, can be highly effective in enabling
students to rectify misunderstandings, bridge gaps in knowl-
edge, or navigate to subsequent stages of their learning re-
quirements. Prior exploration of effective feedback has re-
ported on the effectiveness of feedback in enhancing learning
outcomes, including the use of hints [23], explanations [18],
worked-out examples [4], and common wrong answer feed-
back [8, 9], while others caution against the use of certain
feedback designs, suggesting that poorly designed feedback
can inadvertently impede student progress [9].

Automated scoring has been a focus for numerous online
learning platforms, with extensive research spanning various
fields, including mathematics [2], writing[20, 16], and pro-
gramming [19, 22]. The initial works emphasized automat-
ing the grading of close-ended questions. However, recent
advancements have extended these methodologies to include
open-ended problems as well [6]. While early applications of
automated scoring primarily focused on augmenting teacher
resources in evaluating student responses, more recent explo-
rations have begun to implement these techniques directly
within classroom environments [17] to support students dy-
namically in real-time.

The recent advancement and innovation in Large Language
Models (LLMs), such as ChatGPT, have introduced a trans-
formative approach to crafting automated feedback and as-
sessment systems within educational platforms. These de-
velopments in LLM technology have demonstrated signif-
icant potential in creating diverse mathematical content,
providing support for math tutoring, offering detailed ex-
planations, and facilitating the development of automated
tutoring systems and educational chatbots that are adept
at adapting to a wide range of contextual nuances.

In this study, we delve into the application of pre-trained
Large Language Models (LLMs) for scoring students’ open-
ended responses. We particularly assess a fine-tuned LLM
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derived from Mistral—a Llama variant optimized for mathe-
matics—and compare its efficacy with a leading non-generative
model [3], currently used for the automated assessment of
open-ended responses in mathematics. Additionally, we ex-
plore how these methods stack up against the capabilities of
the GPT-4 model. Given the current limitations on train-
ing and fine-tuning GPT-4, we adopt a zero-shot strategy
by providing the GPT-4 model with specific rubrics related
to the open-ended questions. Toward this, we explore the
following research questions:

1. How does an LLM fine-tuned (GOAT) with a dataset
of students’ responses and teacher-provided scores com-
pare to the previous state-of-the-art, SBERT-Canberra
method in predicting teacher scores for student open-
responses?

2. How does the pre-trained GPT4 model compare to the
finetuned LLM (GOAT) in the auto-scoring task for
open-ended questions?

2. METHODOLOGY
In this paper, we present a fine-tuned Large Language Model
based on Llama, catered to the dataset of students’ open-
ended responses in mathematics. We call this model“GOAT,”
which can assess a student’s open-ended response in math-
ematics and generate a numeric score for the response. We
present an in-depth analysis of this model, comparing its
performance with the established method, called SBERT-
Canberra, from the prior works and the conventional pre-
trained GPT4 model. We talk about these methods in detail
in the following subsections.

2.1 Dataset
For this study, we utilize a dataset from the ASSISTments[10]
online learning platform of students’ responses to open-ended
math questions with the correctness scores and feedback
messages given by teachers to these open-ended responses.
We selected a dataset from a specific group of about 50
teachers who used open-ended questions more frequently in
their classrooms.

To train and evaluate our models, we selected 50 random
open-response problems, which each had 100 student an-
swers, feedback messages, and teacher scores. We performed
an 80-20 train-test split on each question. This meant our
training set included 80 student answers, feedback messages,
and scores per problem for all 50 problems for a total of 4,000
entries. We then evaluate our models on the remaining 20
students’ answers, feedback messages, and scores for a to-
tal of 1,000 entries. We compare each model’s score to the
teacher’s assigned score. We also utilize 2 math teachers to
manually review 100 random test entries to determine which
model performs the best. We had teachers review 2 unique
entries for each of the 50 questions in our test set.

We illustrate a few examples of open-ended problems with
student responses, teacher-provided feedback, and scores to
these responses in Table 1. Also, Table 2 presents the dis-
tribution of teacher-provided scores within our dataset.

2.2 SBERT-Canberra
The SBERT-Canbera method from Baral et. al [2] presents
a similarity-based ranking algorithm for automating assess-
ment for open-ended responses. This method has two parts
to it: i) predicting teacher score and ii) predicting teacher
feedback for a given student answer. Based on the sentence-
level semantic representation of students’ open-ended an-
swers, this method presents an unsupervised learning ap-
proach. The method utilizes a historical dataset collected
from an online learning platform, consisting of students’ re-
sponses with scores and textual feedback from teachers. The
model compares any new student response for a math prob-
lem, with the list of responses for the same problem in the
historic dataset using sentence-level embeddings from the
Sentence-BERT model [21]. Using Canberra distance[13],
the model finds the most similar answer from the historical
dataset to any new student answer and then suggests a score
and feedback based on this similar answer. This method is
currently in practice in an ASSISTments learning platform,
to recommend score suggestions to teachers to give to stu-
dents’ open-responses.

For our study, we leverage a different dataset than the prior
paper, on student open-responses as described in the earlier
section. We split the dataset into train and test sets, and
use the training data of 50 problems to develop the SBERT-
Canberra model and evaluate the results of this model on
the test dataset.

2.3 GOAT
The GOAT model is our fine-tuned LLM catered to the
dataset of student open responses and teacher-provided scores
to these responses. To develop the GOAT model we fine-
tune Mistral 7B[12]. We fine-tune based on Mistral since it
has shown to beat Llama 13B on math, reading comprehen-
sion and reasoning. We fine-tuned using LoRA [11] since
it uses less GPU memory and time and avoids catastrophic
forgetting.
To acquire input-output pairs for fine-tuning, we utilize the
illustrative grading rubric to design an instructional prompt
for each pair, as shown in Figure 1, amalgamating a math
problem and a student’s answer into the input, while treat-
ing a real teacher’s score as the desired output. We utilized
4000 entries data in the training split for fine-tuning and
1000 entries for testing.
Fine-tuning spans 4 epochs with 10 warm-up steps. We
initialize the learning rate to 0.0002 and apply a cosine an-
nealing schedule. To address memory constraints, we adopt
the gradient accumulation technique, setting gradient ac-
cumulation steps to 2, partitioned into micro-batches of 2.
The training process, conducted on a single A100 GPU, lasts
approximately 2 hours and yields a near-zero loss function
when complete.

We determined the optimal inferencing hyperparameters us-
ing a validation set of 100 entries which was a subset of
the train set. We found argmaxc by finding the parame-
ters which minimized the MSE of our score compared to the
teacher score. We found argmaxc to be temperature set to
0.5, top p to 0.5, and top k to 30.

2.4 GPT4



Table 1: Examples of student open-responses with, teacher-provided feedback and scores to these answers taken from our dataset.

Problem Student Answer Teacher Feedback Teacher Score
Explain why 6:4 and 18:8 are
not equivalent ratios.

You cannot multiply 4 into
6 and you cannot multiply 8
into 18.

I somewhat see what you are
doing but instead you need
to see how do you get from
6 to 18 and is that the same
scale factor to get 4 to 8.

1

Explain why 6:4 and 18:8 are
not equivalent ratios.

They are not equivalent ra-
tios because 6 went into 18,
3 times and 4 went into 8, 2
times

Great job! 4

Write an equation that
represents each description.
The opposite of negative
seven

–7=7 Great job! 4

Write an equation that
represents each description.
The opposite of negative
seven

7 Can you write an equation? 2

Figure 1: The fine-tuning process for the GOAT model for the downstream task of predicting teacher score and feedback for
student open-responses in mathematics.

Table 2: Score Distribution
Score 0 1 2 3 4
Total Responses 771 768 1086 816 1559

GPT4 is the state-of-the-art language model developed by
OpenAI, designed to understand and generate human-like
text based on the prompts provided as input to the model.
This model has been retained on a diverse and extensive
dataset of texts available from the internet, books, and other
sources. GPT4 has proven to have significantly improved ca-
pabilities in terms of understanding the context, generating
relevant text, and handling various complex language tasks.
As such in this work, we explore the applicability of this pre-

trained language model in predicting a score and generating
appropriate feedback for students’ open-response answers in
mathematics.

For our method, we employ the“GPT4 Turbo”model, which
is the optimized version of the GPT4 model designed to en-
hance the efficiency and response time and maintain the high
quality of the original GPT4 model. With the real-world
applicability of this model, being cost and time-efficient, we
focus on the use of this version of GPT4 for our study. To
explore the performance of the pre-trained model in math
assessment tasks, we employ a zero-shot learning approach
with GPT-4, where we do not provide any context exam-
ples to the model. For this, we follow a carefully designed
prompting strategy, where we provide the model with the



problem, the student’s answer, and a scoring rubric based
on the standard illustrative math rubric. For the prompt
engineering process, we followed an iterative approach in-
volving two researchers in math education, and our prompt
for the study is shown in Figure 3.

Table 3: Final Prompt used as input for GPT-4 model to
generate score and feedback for student open-ended responses
in mathematics.

You are a middle school math teacher, giving helpful
feedback to students on their mathematical reason-
ing on open-response questions. Keep your feedback
direct, under 50 words, and do not give away the an-
swer in your feedback.
Problem:
{body}
Student’s Answer:
{value}
Scoring Rubric:

1 Students should get 4 points if their work is com-
plete and correct, with complete explanation or
justification.

2 Students should get 3 points if their work shows
good conceptual understanding and mastery,
with either minor errors or correct work with in-
sufficient explanation or justification.

3 Students should get 2 points if their work shows
a developing but incomplete conceptual under-
standing, with significant errors.

4 Students should get 1 point if their work includes
major errors or omissions that demonstrate a
lack of conceptual understanding and mastery.

5 Students should get 0 points if they do not at-
tempt the problem at all.

2.5 Evaluation
For the evaluation of the model on scoring open-ended re-
sponses, we employ three different evaluation metrics: i)
the area under the curve (AUC), ii) the Root mean squared
error (RMSE), and iii) multi-class Cohen’s Kappa. Given
that the scores for these responses range on a 5-point inte-
ger scale ranging from 0 to 4, similar to the prior works[2]
we employ AUC calculated using the simplified multi-class
calculation of ROC AUC, calculating an average AUC over
each score category. We use this as the primary metric
for evaluating the performance of the models in predicting
teacher-provided scores for a given student answer. We em-
ploy RMSE which is calculated using the model’s estimates
as a continuous-valued integer scale, and calculate the multi-
class Cohen’s Kappa to measure the inter-rater agreement
for the scoring task.

3. RESULTS
Our comparison of the performance of three models: SBERT-
Canberra, GOAT, and GPT-4, in terms of their accuracy in
predicting scores provided by teachers, is presented in Ta-
ble 4. These models were evaluated using three different
metrics–AUC, RMSE, and Kappa– to ensure a comprehen-
sive assessment of their predictive capabilities.

Among the three models, the GOAT model outperformed

the SBERT-Canberra and GPT-4 models across all three
evaluation metrics used. Specifically, the GOATmodel achieved
an AUC score of 0.7, indicating its ability to differenti-
ate between score predictions as ordinal labels. Further-
more, it showed a Root Mean Square Error (RMSE) of
1.119, reflecting its precision in predicting numerical scores,
and a Kappa score of 0.422, showcasing 42% agreement
with teacher-provided scores beyond chance. The SBERT-
Canberra model, while not outperforming the GOAT model,
had the second-highest AUC score of 0.66 and Kappa of
0.362. However, it is noteworthy that the SBERT-Canberra
model had a higher RMSE of 1.364 compared to the GPT-
4 model, which achieved an RMSE of 1.16. Indicating that
while the SBERT-Canberra model is relatively strong in pre-
dicting the actual scores considering the scores as ordinal
labels, it is likely to make more errors on average when con-
sidering these scores as continuous values.

The GPT-4 model, with an AUC score of 0.639 and a Kappa
score of 0.266, ranked lower in classification performance
and agreement with teacher scores compared to the other
models. However, its RMSE indicates a relatively moderate
level of accuracy in predicting the actual scores, with better
performance than that of the SBERT-Canberra model but
slightly poorer performance than the GOAT model.

Table 4: Model Performances on Scoring

Model AUC RMSE Kappa

SBERT 0.662 1.364 0.362
GOAT 0.697 1.119 0.422
GPT-4 0.639 1.16 0.266

4. DISCUSSION AND CONCLUSION
In this paper, we introduce the GOAT model, a fine-tuned
bespoke solution designed for predicting scores for student
responses to open-ended math questions. Our results demon-
strate that GOAT outperforms the previous benchmark set
by the SBERT-Canberra model in the auto-scoring domain
across all three evaluation metrics: AUC, RMSE, and Kappa.
However, the model’s accuracy, while fair, signals the need
for further refinements before full-scale deployment is feasi-
ble.

Notably, both GOAT and SBERT outperformed the GPT-4
model in the scoring task. However, it’s crucial to recog-
nize that GPT-4 serves as a generic pre-trained model and
hasn’t undergone any task-specific fine-tuning or training
that both SBERT and GOAT have undergone by utilizing
teacher grades on student responses. This distinction is un-
derscored by the alignment between the scoring patterns of
SBERT and GOAT with those of the teachers, particularly
in their propensity to award scores of 4. In contrast, GPT-
4’s achieved a distinct score distribution, as illustrated in
Figure 2. This variance highlights the nuanced differences
in model training and the potential impact on their scoring
capabilities. Given that the GPT-4 model utilized a grad-
ing rubric from Illustrative Math to assess the quality of
student responses, future research should delve into the spe-
cific factors contributing to the differences in grading out-
comes between GPT-4 and the other models. Identifying
the root cause of this grading discrepancy is essential. It



could indicate whether the variance is due to teachers’ le-
niency stemming from personalization, a misalignment be-
tween the rubric’s literal interpretation and teacher expecta-
tions in practice, or perhaps a combination of both factors.

Figure 2: Score Distribution of Teachers compared to the pre-
dictions from the three models of SBERT, GOAT and GPT-4
across the test dataset used for the study.

Overall, we present a fine-tuned GOAT model to evaluate a
student’s open-ended answer and generate a score. Compar-
ing this method with the traditional method of automated
assessment – the SBERT-Canberra method and the conven-
tional pre-trained GPT-4 model, we find that this method
outperforms both the models in the autoscoring task. How-
ever, for the feedback generation, the conventional GPT-4
model beats the other two when evaluated by human raters
with prior teaching experience.
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Y.-S. Tsai, D. Gašević, and R. F. Mello. Automatic
feedback in online learning environments: A
systematic literature review. Computers and
Education: Artificial Intelligence, 2:100027, 2021.

[6] S. Dikli. An overview of automated scoring of essays.
The Journal of Technology, Learning and Assessment,
5(1), 2006.

[7] M. Dzikovska, N. Steinhauser, E. Farrow, J. Moore,
and G. Campbell. Beetle ii: Deep natural language
understanding and automatic feedback generation for
intelligent tutoring in basic electricity and electronics.
International Journal of Artificial Intelligence in
Education, 24:284–332, 2014.

[8] A. Gurung. How common are common wrong answers?
exploring remediation at scale. In Proceedings of the
Tenth ACM Conference on Learning@ Scale (L@
S’23), July 20-22, 2023, Copenhagen, Denmark., 2023.

[9] A. Gurung, S. Baral, K. P. Vanacore, A. A.
Mcreynolds, H. Kreisberg, A. F. Botelho, S. T. Shaw,
and N. T. Hefferna. Identification, exploration, and
remediation: Can teachers predict common wrong
answers? In LAK23: 13th International Learning
Analytics and Knowledge Conference, pages 399–410,
2023.

[10] N. T. Heffernan and C. L. Heffernan. The assistments
ecosystem: Building a platform that brings scientists
and teachers together for minimally invasive research
on human learning and teaching. International
Journal of Artificial Intelligence in Education,
24:470–497, 2014.

[11] E. J. Hu, Y. Shen, P. Wallis, Z. Allen-Zhu, Y. Li,
S. Wang, L. Wang, and W. Chen. Lora: Low-rank
adaptation of large language models, 2021.

[12] A. Q. Jiang, A. Sablayrolles, A. Mensch, C. Bamford,
D. S. Chaplot, D. de las Casas, F. Bressand,
G. Lengyel, G. Lample, L. Saulnier, L. R. Lavaud,
M.-A. Lachaux, P. Stock, T. L. Scao, T. Lavril,
T. Wang, T. Lacroix, and W. E. Sayed. Mistral 7b,
2023.

[13] G. Jurman, S. Riccadonna, R. Visintainer, and
C. Furlanello. Canberra distance on ranked lists. In
Proceedings of advances in ranking NIPS 09 workshop,
pages 22–27. Citeseer, 2009.

[14] K. Kebodeaux, M. Field, and T. Hammond. Defining
precise measurements with sketched annotations. In
Proceedings of the Eighth Eurographics Symposium on
Sketch-Based Interfaces and Modeling, pages 79–86,
2011.

[15] D. Kim, Y. Lee, W. L. Leite, and A. C.
Huggins-Manley. Exploring student and teacher usage
patterns associated with student attrition in an open
educational resource-supported online learning
platform. Computers & Education, 156:103961, 2020.

[16] N. LaVoie, J. Parker, P. J. Legree, S. Ardison, and
R. N. Kilcullen. Using latent semantic analysis to
score short answer constructed responses: Automated



scoring of the consequences test. Educational and
Psychological Measurement, 80(2):399–414, 2020.

[17] O. L. Liu, J. A. Rios, M. Heilman, L. Gerard, and
M. C. Linn. Validation of automated scoring of science
assessments. Journal of Research in Science Teaching,
53(2):215–233, 2016.

[18] B. Liz, T. Dreyfus, J. Mason, P. Tsamir, A. Watson,
and O. Zaslavsky. Exemplification in mathematics
education. In Proceedings of the 30th Conference of
the International Group for the Psychology of
Mathematics Education, volume 1, pages 126–154.
Citeseer, 2006.

[19] S. Marwan, G. Gao, S. Fisk, T. W. Price, and
T. Barnes. Adaptive immediate feedback can improve
novice programming engagement and intention to
persist in computer science. In Proceedings of the 2020
ACM Conference on International Computing
Education Research, ICER ’20, page 194–203, New
York, NY, USA, 2020. Association for Computing
Machinery.

[20] D. S. McNamara, S. A. Crossley, R. D. Roscoe, L. K.
Allen, and J. Dai. A hierarchical classification
approach to automated essay scoring. Assessing
Writing, 23:35–59, 2015.

[21] R. Nils and I. S.-B. Gurevych. Sentence embeddings
using siamese bert-networks. In Proceedings of the
2019 Conference on Empirical Methods in Natural
Language Processing and the 9th International Joint
Conference on Natural Language Processing, Hong
Kong, China, pages 3–7, 2019.

[22] S. Parihar, Z. Dadachanji, P. K. Singh, R. Das,
A. Karkare, and A. Bhattacharya. Automatic grading
and feedback using program repair for introductory
programming courses. In Proceedings of the 2017 ACM
Conference on Innovation and Technology in
Computer Science Education, pages 92–97, 2017.
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