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ABSTRACT
Knowledge Tracing (KT) focuses on quantifying student knowl-
edge according to the student’s past performance. While KT
models focus on modeling student knowledge, they miss the
behavioral aspect of learning, such as the types of learning
materials that the students choose to learn from. This is
mainly because traditional knowledge tracing (KT) models
only consider assessed activities, like solving questions. Re-
cently, there has been a growing interest in multi-type KT
which considers both assessed and non-assessed activities
(like video lectures). Since multi-type KT models include
different learning material types, they present a new oppor-
tunity to investigate student behavior, as in the choice of
the learning material type, along with student knowledge.
We argue that student knowledge can affect their behavior,
and student interest in learning materials may affect their
knowledge. In this paper, we model the relationship be-
tween students’ knowledge states and their choice of learn-
ing activities. To this end, we propose Pareto-TAMKOT
which frames the simultaneous learning of student knowl-
edge and behavior as a multi-task learning problem. It em-
ploys a transition-aware multi-activity KT method for two
objectives: modeling student knowledge and student behav-
ior. Pareto-TAMKOT uses the Pareto Multi-task learning
algorithm (Pareto MTL) to solve this multi-objective op-
timization problem. We evaluate Pareto-TAMKOT on one
real-world dataset, demonstrating the benefit of approaching
student knowledge and behavior modeling as a multi-task
learning problem.
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1. INTRODUCTION
Knowledge Tracing (KT) [7, 9, 3, 21] is essential for mod-
ern education systems as it enables predicting student per-
formance or quantifying student knowledge states, given a

large number of students and activities [26, 23, 28, 12, 14,
20, 28, 22]. Traditionally, KT focused on one type of learn-
ing activity: assessed activities, such as solving questions [9,
3, 4, 21, 15, 17, 18]. In recent years, interest in multi-
type or multi-activity KT has grown [27, 31, 32, 30]. In
addition to modeling assessed activities, multi-activity KT
models can represent how students learn from non-assessed
activities, like watching a video lecture. While these mod-
els are instrumental in discovering how a specific activity
leads to students’ knowledge growth, they miss the oppor-
tunity to utilize another signal in student activity data: the
relationship between student knowledge and their behavior,
particularly, in terms of preference of material type that the
student chooses to interact with. Students’ choices are influ-
enced partly by their own preferences, but their knowledge
state also plays a role in deciding which materials to interact
with next [19, 1, 2, 32, 31]. For example, a student might
skip some learning materials with similar topics if they feel
confident about their understanding of the topic. Alterna-
tively, for a question that the student does not have a clear
answer to, they can read the appropriate question hint to
learn and assist in determining the answer, rather than re-
peating the question. Furthermore, student preference for
learning materials may affect their knowledge. For example,
a student’s knowledge may benefit more from practicing a
question, while for another student, reading an annotated
example may result in a higher knowledge gain. Further-
more, the students may learn more effectively by interact-
ing with the learning materials that they are interested in.
Thus, it’s important to explore how student knowledge and
their choices are interconnected, as this could enhance the
assessment of their knowledge as well.

In this paper we introduce Pareto-TAMKOT, framing the
simultaneous learning of student knowledge and behavior
as a multi-task learning problem. We employ a transition-
aware multi-activity KT method (TAMKOT [32]) to concur-
rently model student knowledge and behavioral preference.
Our method targets two objectives: (1) predicting student
performance, and (2) predicting the types of materials stu-
dents will interact with. To address this multi-objective op-
timization, we apply the Pareto Multi-task learning algo-
rithm (Pareto MTL [16]). We evaluate our method on one
publicly available real-world dataset. The results of our ex-
periments demonstrate that Pareto-TAMKOT outperforms
all baseline models in predicting both student performance
and the types of learning materials. It is worth noting that
our work is a preliminary idea in the direction of using multi-
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objective optimization, and to the best of our knowledge, we
are the first to undertake this problem.

2. PROBLEM FORMULATION
Our goal is to model student knowledge and trace student
behavior preferences of learning materials as they interact
with both assessed and non-assessed materials. We use a bi-
nary indicator dt ∈ {0, 1} to represent the type of material
being interacted with at t, where 0 represents the assessed
material type, and 1 represents the non-assessed type. To
represent a student’s learning activity at time step t, we use

a tuple, ⟨it, dt⟩, where it =

{
(qt, rt) if dt = 0

lt if dt = 1
, indicates

the learning material being interacted with at t. Specifi-
cally, (qt, rt) represents the student interacted with the as-
sessed material qt at time step t, with performance rt, and lt
represents the non-assessed material that the student inter-
acted with at time step t. Eventually, the student’s whole
trajectory of learning activities is denoted as a sequence of
these tuples, {⟨i1, d1⟩ , ..., ⟨it, dt⟩}. To evaluate the modeling
of both student knowledge and behavior preference at the
same time, we aim to predict learning material type dt+1

at time step t + 1, as well as student performance rt+1 on
assessed material qt+1, if dt+1 = 0, given a student’s past
learning activity history, {⟨i1, d1⟩ , . . . , ⟨it, dt⟩}.

3. METHODOLOGY
Our proposed model, Pareto-TAMKOT, is designed as a
sequential multi-activity model to capture both students’
knowledge and their behavior preferences for learning mate-
rial choices. It is further capable of predicting future student
performance and the types of learning materials they are
likely to interact with next. Pareto-TAMKOT is built based
upon the transition-aware multi-activity knowledge trans-
fer method (TAMKOT [32]). Pareto-TAMKOT enhances
TAMKOT by adding an additional component in the pre-
diction layer to predict the type of learning materials. Be-
sides the sole objective of predicting student performance in
TAMKOT, we propose adding another objective for predict-
ing the type of learning materials. We treat the prediction of
student performance and learning material type as a multi-
task learning challenge. To solve this dual-objective opti-
mization problem, we employ the Pareto MTL algorithm,
which aims to identify a set of well-distributed Pareto opti-
mal solutions for learning model parameters. An overview
of Pareto-TAMKOT’s architecture is presented in Figure 1.

3.1 Knowledge and Behavior Modeling
Following TAMKOT, we structure Pareto-TAMKOT into
three main layers: the embedding layer, the hidden knowl-
edge transfer layer, and the prediction layer.

3.1.1 Embedding Layer
This layer’s purpose is to generate an embedding vector for
each learning activity ⟨it, dt⟩, which serves as input to the
hidden knowledge and behavioral preference transfer layer.
Assume two types of learning materials: questions and video
lectures. For question activity it = (qt, rt), Pareto-TAMKOT

learns two underlying embedding matrices Aq ∈ RNQ×dq

and Ar ∈ R2×dr , to map the question qt and the student
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Figure 1: The Pareto-TAMKOT’s model architecture.

response performance rt into a latent embedding space, pro-
ducing their respective latent embeddings qt ∈ Rdq andrt ∈
Rdr . These embeddings are then concatenated into a single
embedding xt = [qt ⊕ rt] to represent the activity it. For
the activity involving video lectures where it = lt, Pareto-

TAMKOT learns Al ∈ RNL×dl for mapping the video lec-
ture ltto obtain the latent representation lt ∈ Rdl , which
directly serves as the embedding for the activity it.

3.1.2 Hidden Knowledge Transfer Layer
It aims to encapsulate the student’s knowledge and behav-
ior state ht and facilitate the learning of knowledge and be-
havioral preference transfer as students transition between
assessed and non-assessed learning material types. Similar
to TAMKOT, our model also consists of a memory cell gt,
an input gate it, an output gate ot, and a forget gate ft.
It models the knowledge and behavioral preference transfer
patterns during transitions between different types of learn-
ing materials by utilizing specific indicators to guide the
updates of these gates. We also employ transition-specific
weight matrices, denoted by W s, to differently update the
student’s knowledge and behavioral preference state accord-
ing to the type of learning activity transition. At each
timestep t, the knowledge and behavioral preference state
ht is updated using these matrices as follows (due to space
limitation, we focus on the input gate equations, other gates
have the same structures):

it =σ
(
(1− dt) · xtViQ + dt · ltViL

+ sQQ · ht−1WiQQ + sLL · ht−1WiLL

+ sQL · ht−1WiQL + sLQ · ht−1WiLQ + bi
) (1)

mt = ft ·mt−1 + it · gt (2)

ht = ot · tanh(mt) (3)

where S∗∗ are the binary indicators that can represent per-
mutations of transitions between learning material types
from one time step t − 1 to the next time step t. Here,



in our model, we assume that ht can capture information
on both student knowledge and their behavioral preferences
for choosing learning materials, as our training objectives in-
clude predictions on student performance and material type.

3.1.3 Prediction Layer
In this layer, we separately predict the type of the next
learning material and the student’s performance on a given
upcoming question qt+1 at the next time step t+ 1. This is
achieved using two distinct MLPs, each based on the current
hidden state ht:

pt+1 = σ(W T
p [ht ⊕ qt+1] + bp) (4)

yt+1 = σ(W T
y ht + by) (5)

where pt+1 denotes the probability of the student correctly
solving the upcoming question qt+1, while yt+1 indicates the
probability of the student interacting with non-assessed ma-
terials. W∗ refer to weight matrices, and b∗ are bias terms.

3.2 Model Learning through Pareto MTL
The objective functions for predicting student performance
and material type are calculated using binary cross-entropy
losses. This involves comparing the actual and estimated
student performance rt and pt, as well as the actual material
type with the predicted type, dt and yt, as follows:

Lr = −
∑
t

(rt log pt + (1− rt) log (1− pt)) (6)

Ld = −
∑
t

(dt log yt + (1− dt) log (1− yt)) (7)

Recent developments have introduced strategies to identify a
single Pareto optimal solution that achieves a trade-off com-
promise between various tasks by treating multi-task learn-
ing as an exercise in multi-objective optimization [33, 8, 11,
10, 25]. Then, the Pareto MTL [16] algorithm is notewor-
thy for its ability to identify a collection of representative
Pareto optimal solutions, each offering a different trade-off
among the tasks. We adopt the Pareto MTL algorithm for
training our model, allowing us to learn model parameters
effectively. As shown in Figure 2, it employs a series of divid-
ing vectors k1,k2, . . . ,km to decompose multi-objective op-
timization challenge into multiple constrained sub-problems.
Each sub-problem represents different trade-off preferences,
and these sub-problems are solved concurrently. As a result,
Pareto MTL enables us to obtain a set of well-representative
Pareto solutions for the multi-objective problem, thus al-
lowing us to select our preferred solution(s) for the tasks of
predicting student performance and material type from the
set of Pareto optimal solutions.

4. EXPERIMENTS
To assess the effectiveness of Pareto-TAMKOT, we evaluate
its capability to predict student performance against base-
line KT methods. Additionally, we examine its performance
in predicting the type of learning materials students will
choose to interact with. Our code and data are available at
GitHub 1.

1https://github.com/persai-lab/
2024-EDM-Pareto-TAMKOT
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Figure 2: The illustration of Pareto MTL, it finds a set of
Pareto solutions through a series of unit dividing vectors ks.

4.1 Dataset
For our experiments, we utilize the EdNet2 [6] dataset, which
is publicly available and anonymized, and is exempt from
IRB review. The dataset originates from a multi-platform
AI tutoring service known as Santa 3, designed to assist Ko-
rean students in preparing for the TOEIC 4, a leading En-
glish communication skill assessment for the workplace and
everyday life. EdNet provides data that captures a range
of student learning activities across different material types.
In our research, we employ a preprocessed dataset, as in-
troduced in [32, 30], focusing on questions (assessed) and
their associated question explanations (non-assessed) as the
two types of materials. Each question is a multiple-choice
item accompanied by an explanation. Students can choose
the questions they wish to practice or follow the platform’s
recommendations and decide whether to review the explana-
tions while practicing. Eventually, the dataset encompasses
data from 1, 000 students, comprising 11, 249 questions and
8, 324 question explanations. It totals 200, 931 question-
solving activities and 150, 821 question explanation review
activities, with an average student practice length of 352.

4.2 Baselines
4.2.1 Student Performance Prediction Baselines
We compare the proposed method with five KT baseline
methods to evaluate the proposed method’s effectiveness in
the student performance prediction task. This includes two
supervised assessed-only KT models and one multi-activity
KT model. Additionally, we extend the two assessed-only
supervised KT models to accommodate both assessed and
non-assessed activities. These modified models are indicated
by adding ”+M” to the original model name. The assessed-
only baselines include:

• DKT [22] is a pioneer deep learning model for KT, em-
ploying recurrent neural networks to capture students’
knowledge acquisition over time.

• AKT [12] leverages a context-aware approach with a
monotonic attention mechanism to focus on past stu-
dent performances relevant to the current question.

2https://github.com/riiid/ednet
3https://www.aitutorsanta.com/
4https://www.ets.org/toeic

https://github.com/persai-lab/2024-EDM-Pareto-TAMKOT
https://github.com/persai-lab/2024-EDM-Pareto-TAMKOT
https://github.com/riiid/ednet
https://www.aitutorsanta.com/
https://www.ets.org/toeic


The following are multi-activity baselines:

• DKT+M [29] is an extended version of DKT, that inte-
grates both assessed and non-assessed learning activi-
ties by appending embeddings of non-assessed materi-
als encountered between two assessed activities as an
additional input feature alongside the original question
embeddings.

• AKT+M modifies AKT by summarizing embeddings
of non-assessed materials between two assessed activi-
ties as an extra feature and includes position encoding
for each learning material’s embedding [5].

• TAMKOT [32] is a transition-aware model based on
LSTM technology. It distinguishes itself by learning
multiple knowledge transfer matrices, explicitly mod-
eling the transfer of knowledge across various types of
activities.

4.2.2 Learning Material Type Prediction Baselines
To evaluate the Pareto-TAMKOT’s effectiveness in predict-
ing types of learning materials, we conduct experiments to
compare it against three deep sequential baseline models.
The baselines include:

• LSTM [13] is a type of recurrent neural network archi-
tecture that excels at learning long-term dependencies,
making it highly suitable for tasks requiring an under-
standing of entire data sequences.

• MANN [24] enhances neural networks with an exter-
nal memory component, enabling the storage and re-
trieval of information across long sequences. This fea-
ture makes them especially valuable for tasks that de-
mand the retention and manipulation of information
over time.

To facilitate this comparison, we employ learning material
embeddings along with the material type as inputs to the
two baselines mentioned above, focusing only on predicting
the upcoming type of material. Additionally, we employ a
variant of TAMKOT to predict the type alone as another
baseline:

• TAMOKT is a multi-activity knowledge method. In
this approach, we retain the original architecture of
the TAMKOT, leverage the hidden state learned by it,
and apply an additional MLP for material type predic-
tion, bypassing the use of the Pareto MTL algorithm
to achieve the objective.

4.3 Experiments Setup
To divide the training and testing datasets, we employ a
5-fold student stratified cross-validation approach. In this
process, sequences from 80% of the students form the train-
ing set, while sequences from the remaining 20% students
serve as the testing set. Additionally, for hyperparameter
tuning, sequences from 20% of the students in the training
set are allocated as a validation set. Our proposed methods

Table 1: Student performance prediction results (AUC). The
best and second-best results are in boldface and underline.

Methods AUC
DKT 0.6393± 0.01370
AKT 0.63933± 0.0104

DKT+M 0.6372± 0.0120
AKT+M 0.6404± 0.0067

TAMKOT 0.6786± 0.0063

Pareto-TAMKOT 0.6809± 0.0063

Table 2: Material type prediction results(AUC). The best and
second-best results are in boldface and underline.

Methods AUC
LSTM 0.8768± 0.0041
MANN 0.8933± 0.0030

TAMKOT 0.8929± 0.0042

Pareto-TAMKOT 0.8987± 0.0042

are developed using PyTorch 5, and we opt for the Adam op-
timizer to learn the model parameters. During the Pareto
MTL optimization, we employ five evenly distributed pref-
erence vectors and initialize these parameters with random
values following a Gaussian distribution with a mean of 0
and a standard deviation of 0.2. To prevent the issue of
gradient exploding, we apply norm clipping. Consistent
with established practices in KT experiments [22], we en-
sure all sequences are of uniform length by either truncating
or padding them. The length of these sequences, denoted
as Ls, is determined through hyperparameter tuning using
the validation set. Sequences exceeding Ls are truncated
into multiple sequences, whereas those shorter than Ls are
extended using padding with 0s. The best hyperparameters
are identified through a coarse-grained grid search.

4.4 Prediction Performance Comparison
In the EdNet dataset, student responses are binary (success
or failure), and there are two types of materials (questions or
question explanations). Therefore, we evaluate the effective-
ness of each model by calculating the Area Under the Curve
(AUC) for both student performance prediction and mate-
rial type prediction tasks. A higher AUC value indicates
superior predictive accuracy. To ensure a fair comparison
among methods, we report average results across the five
folds, along with their confidence intervals, at a significance
level of 0.05 for each method. The results from experiments
on the student performance prediction and the learning ma-
terial type prediction are reported in Table 1 and Table 2,
respectively.

During our experiments, we observed that setting the prefer-

ence vector of Pareto-TAMKOT to (
√
2

2
,
√
2

2
), corresponding

to the direction of π
4
(as illustrated by the middle vector k3

in Figure 2), leads to improvements in both student perfor-
mance and material type predictions. On the other hand,
when altering the preference vector to other values resulted
in significant improvements in student performance predic-
tions but only slight enhancements in predictions for mate-
rial types, or vice versa. Notably, the optimal prediction per-
formance for each specific task consistently occurred when
employing the corresponding extreme dividing vectors, such

5https://pytorch.org/



as (0, 1) or (1, 0). Given these observations, and to ensure a
meaningful comparison for both predictions for student per-
formance and material type tasks, we decide to exclusively
report Pareto-TAMKOT results using the preference vector

set at (
√
2
2
,
√

2
2
) in both Table 1 and Table 2.

4.4.1 Student Performance Prediction
We first observe that Pareto-TAMKOT outperforms all com-
parison baseline methods in the task of predicting student
performance. These results underscore the model’s abil-
ity to effectively track student knowledge and make accu-
rate predictions about students’ future performance. When
comparing methods that consider multiple types of activ-
ities to those focusing solely on assessed activities, it be-
comes evident that methods encompassing a variety of activ-
ities generally outperform the assessed-only approach, with
the exception of DKT+M. This indicates that including
non-assessed activities can significantly enhance the under-
standing of students’ knowledge acquisition. Furthermore,
the better prediction performance of Pareto-TAMKOT than
TAMKOT suggests that simultaneously modeling students’
knowledge and behaviors, and addressing this through a
multi-task learning approach with performing the Pareto-
MTL for optimization, can further refine the modeling of
student knowledge.

4.4.2 Learning Material Type Prediction
Likewise, Pareto-TAMKOT surpasses all baseline methods
in predicting the type of learning material. This perfor-
mance underlines the model’s adeptness at capturing stu-
dents’ preferences for selecting learning materials and ac-
curately predicting their future learning material choices.
Additionally, when comparing our method with TAMKOT,
it is evident that Pareto-TAMKOT outperforms TAMKOT.
This emphasizes that the concurrent modeling of students’
knowledge and behaviors, optimized with the Pareto-MTL
algorithm, also can enhance the understanding of students’
learning material behavior preferences.

Overall, considering results on both student performance
and material type prediction, we can deduce that simul-
taneously modeling student knowledge while tracking their
material selection behaviors leads to a deeper mutual un-
derstanding of these aspects. Consequently, the outcomes
from the Pareto-TAMKOT experiments underscore the im-
portance of framing this challenge as a multi-task learning
problem. Applying the Pareto-MTL optimization algorithm
is effective for accurately capturing both student knowledge
and behavior regarding learning material selection, thereby
enhancing predictions of student performance and material
preferences.

5. CONCLUSIONS
Our research presents Pareto-TAMKOT, an initial strategy
that addresses the joint learning of student knowledge and
behavior through a multi-task learning framework. By de-
ploying the TAMKOT method, we simultaneously model
student knowledge and behavior, targeting multiple objec-
tives: (1) predicting student performance, and (2) predict-
ing the types of learning materials students are likely to
interact with. Utilizing the Pareto MTL algorithm enables
us to adeptly handle this multi-objective optimization chal-

lenge. Our experiment results show the benefit of approach-
ing this as a multi-task learning problem. Although our
experimental results are based on a single dataset with only
limited baseline comparisons. Still, these results are promis-
ing, they highlight the potential for future investigations to
build upon and extend our understanding in this study.
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