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ABSTRACT 
Combining formative practice with the primary expository content 
in a learning by doing method is a proven approach to increase stu-
dent learning. Artificial intelligence has led the way for automatic 
question generation (AQG) systems that can generate volumes of 
formative practice otherwise prohibitive with human effort. One 
such AQG system was developed that used textbooks as the corpus 
of generation for the sole purpose of generating formative practice 
to place alongside the textbook content for students to use as a study 
tool. In this work, a data set comprising over 5.2 million student-
question interaction sessions was analyzed. More than 800,000 
unique questions were answered across more than 9,000 textbooks, 
with over 400,000 students using them. As part of the user experi-
ence, students are able to rate questions after answering with a 
social media-style thumbs up or thumbs down. In this investigation, 
this student feedback data was used to gain new insights into the 
automatically generated questions. Are there features of questions 
that influence student ratings? An explanatory model was devel-
oped to analyze ten key features that may influence student ratings. 
Results and implications for automatic question generation are dis-
cussed. 
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1. INTRODUCTION
A significant advantage of digital learning environments is the abil-
ity to evaluate the effectiveness of those environments. The 
generation of large quantities of high quality data enables learning 
analytics and educational data mining [1], which has also spurred a 
wider set of methods to distill meaning from this data [2][3]. 
Fischer et al. [4] identify levels of data, with the clickstream data 
collected by learning platforms (such as the one in this paper) cat-
egorized as microlevel big data. While it is true that “digital traces 
of student actions promise a more scalable and finer-grained under-
standing of learning processes” [4], the analysis of this data is also 
useful for analyzing the learning environment and tools themselves 
[5]. In this paper, the microlevel clickstream data is combined with 
syntactic and semantic data derived from natural language pro-
cessing and student perception feedback gathered in the form of 

thumbs up/down ratings. McFarland et al. [6] note that new meth-
ods using novel data will be applied to solve educational 
challenges, allowing for old research questions to be answered in 
new ways and new research questions to arise from novel data and 
new techniques. The goal of this paper is to do just that—use a 
novel data set gathered from a digital platform to investigate the 
relationship of student rating data with features of automatically 
generated questions.  

Formative practice has long been known to be a beneficial learning 
method, shown to increase learning gains for a wide range of age 
groups in diverse subjects and, while benefiting all students, it can 
benefit low-performing students more [7]. The integration of form-
ative practice with content provides low- or no-stakes practice 
testing, a high utility learning approach [8]. The new data produced 
by inclusion of formative practice in digital learning environments 
in this learning by doing approach enables investigation of the ben-
efits of learning by doing in novel ways. Koedinger et al. [9][10] 
used data from the Open Learning Initiative’s courseware environ-
ment to apply learning analytic techniques showing both 
correlational and causal relationships between doing practice while 
reading and increased learning outcomes. Called the doer effect, 
this learning science principle used novel data and analytics to 
prove the relationship between learning method and learning out-
comes. Replicated in similar courseware used across many subjects 
at a different institution [11][12][13], the advancement of educa-
tional data mining and learning analytics has shown the doer effect 
benefits should be scaled to as many students as possible.  

Automatic question generation (AQG) for the creation of formative 
practice became attainable with the advancements in natural lan-
guage processing and machine learning tools in recent years. AQG 
systems have been developed for a wide variety of educational ap-
plications, yet notably, the systematic review of literature by Kurdi 
et al. [14] found only one AQG system using student data for anal-
ysis and no gold standard for performance benchmarks. The AQG 
system that is the subject of this paper has generated formative 
practice that has been used by students as part of their university 
courses, and this data provided initial performance metric bench-
marks for engagement, difficulty, persistence, and discrimination 
[15][16]. This initial research found that students did not treat ques-
tions differently depending on whether they were automatically 
generated versus human authored, but rather according to the cog-
nitive process dimension of the question type (recognition or 
recall). The large volume of student data collected by the platform 
was key to validating the automatically generated (AG) questions. 

Next, to scale the availability of formative practice further, approx-
imately 2.5 million AG questions were added to more than nine 
thousand online textbooks in the VitalSource Bookshelf e-reader 
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platform as a free study feature called CoachMe, available to mil-
lions of students [17]. This practice feature contains several types 
of AG questions, including fill-in-the-blank (FITB), matching, 
multiple choice, and free response. The FITB questions, which 
comprise the majority of the AG questions, are the focus of the pre-
sent study. As shown in Figure 1, the questions open in a panel next 
to the textbook content, allowing students to refer back to the con-
tent if needed while they answer. As formative practice, students 
are allowed as many attempts to answer as they like, receive imme-
diate feedback, and can also reveal the answer if stuck.  
As was done in prior research [15], an analysis of difficulty and 
persistence performance metrics for these AG questions revealed 
similar results, confirming the earlier benchmarks [17]. The volume 
of clickstream data gathered by the platform was also useful for 
investigating student behavior in detail. As seen in Figure 1, when 
students answer a question incorrectly, they can reveal the answer 
or retry on their own. An analysis of student behavior patterns for 
each type of AG question found differences by question type, with 
even more differences in student behaviors when comparing the ag-
gregated data set to a course where the practice was assigned [18]. 

Also shown in Figure 1 is an option for students to rate the question 
(“Was this question helpful?”) with a thumbs up or thumbs down. 
Once rated, students can offer additional written feedback. The stu-
dent rating data is one stream of data used in the Content 
Improvement Service (CIS)—a platform-level adaptive system that 
monitors all AG questions in all textbooks in real time [19]. In an 
analysis of data used by the CIS to make decisions, about 2.2% of 
all questions were rated (up or down), and of that 2.2%, only 2.4% 
had more than one thumbs down and were slated for removal [20]. 
Investigating those questions removed by the CIS for multiple 
thumbs down ratings revealed trends across question types and fea-
tures of FITB questions, such as the answer’s part of speech and 
position in the sentence.  

However, beyond the CIS’s focus on the evaluation, removal, and 
replacement of questions, student rating data presents a novel way 
to more broadly evaluate features of questions. Combining this stu-
dent rating data with clickstream data and features of questions 
(including syntactic and semantic data determined by natural lan-
guage processing) creates a novel data set that can help identify 
relationships between student ratings and AG question features. In 
this investigation, an explanatory regression model is used to ex-
plore these relationships. Considering this data set, our overarching 
research question is: What relationships does the explanatory 
model suggest between student ratings and AG question features? 

This research question is investigated through a set of specific hy-
potheses that drive the creation of the explanatory model, as 
detailed in the Methods section. 

2. METHODS 
2.1 Automatic Question Generation 
Consistent with the evaluation study guidelines proposed by Kurdi 
et al. [14], we provide a concise overview of the essential features 
of the AQG methodology. The questions in this study are FITB 
cloze questions created from important sentences in the textbook 
content. The purpose of AQG is to create questions that are used as 
formative practice as students read the textbook. This AQG system 
uses expert-designed rules to generate questions based on the text-
book content. Although the AQG approach is versatile, applicable 
to a broad range of subject domains, it is unsuitable for certain areas 
such as mathematics and language learning. The input corpus is the 
textbook utilized by students. Textual analysis is performed with 
the spaCy library version 3.3.3 [21] using the CPU-optimized large 
model (en_core_web_lg). Generation employs both syntactic and 
semantic levels of understanding. This information is used for two 
main tasks: identifying the sentences that will be transformed into 
FITB questions and choosing appropriate words within the sen-
tences to serve as the answer blanks. Syntactic information, such as 
part-of-speech tagging and dependency parsing, is used in both sen-
tence and answer selection. Semantic information is also used in 
detecting important content. A rule-based approach is used for the 
procedure of transformation. 

Sentences are selected for question generation based on their im-
portance. To identify important sentences, the textbook corpus is 
divided into sections of approximately 1,500 words each. This seg-
mentation is determined by key textbook features like chapters and 
substantial headings, which are further subdivided when they ex-
ceed 1,500 words. Each section’s sentences are then ranked using 
the TextRank algorithm [22]; those with higher rankings are em-
ployed for AQG. TextRank uses vector embeddings to compute 
sentence similarities, with the results depending on the specifics of 
the embedding process. A word2vec-based model [23] is used in 
spaCy, which creates embeddings by averaging the vectors of the 
text’s constituent tokens. Before embedding, our AQG system dis-
cards stop words and tokens with no alphabetic characters (e.g., 
punctuation, numbers). In addition, sentences that are very short 
(under 5 words) or very long (over 40 words) are excluded, as these 
are less likely to be suitable for questions. The qualifying sentences 
in each textbook corpus section are then evaluated using TextRank, 

Figure 1. An example FITB formative practice question in a chemistry textbook. 



with the most important ones used to create questions. The other 
major step in generating cloze questions is choosing the word in 
each sentence for the answer blank. The system takes into account 
a variety of factors when selecting answer words, such as corpus 
frequency distribution, part-of-speech (POS), and presence in the 
textbook’s glossary. 

2.2 Modeling of Student Ratings 
The data set for this study is comprised of student-question interac-
tion events for FITB questions from January 1, 2022 to January 16, 
2024. The e-reader platform collects all student interactions and 
stores the raw clickstream data with an anonymous numeric identi-
fier. No student characteristics are collected and the learner context 
is not known, though the majority of data comes from higher edu-
cation institutions in the United States. Data was grouped into 
student-question sessions, consisting of all actions of an individual 
student on an individual question ordered chronologically. Sessions 
in which more than ten minutes had elapsed between the student’s 
first and last action were removed to account for the possibility of 
the student leaving the textbook and returning, potentially affecting 
rating behavior. This removed approximately 1.4% of the data. 

This resulted in a data set of 5,214,211 sessions comprising 
9,206,369 interaction events, involving 809,848 AG questions, 
432,930 students, and 9,320 textbooks. Using the standard BISAC 
major subject heading classification [24] available for most of the 
textbooks, the top subject domains as a fraction of the sessions data 
set were Medical (16.0%), Business & Economics (15.3%), and 
Psychology (13.9%). 

We seek to create an explanatory rather than predictive model for 
whether a student will rate a question. The difference is that explan-
atory modeling is concerned with identifying variables that are 
causally related to an outcome, while predictive modeling seeks 
variables that optimize the ability to predict whether a given out-
come will occur, without specific concern for understanding why it 
occurs. Variable selection for an explanatory model is guided by 
hypotheses about how the variables affect the outcome [25]. For 
example, it can be hypothesized that as a question’s answer word 
becomes more important to the subject matter (e.g., “chromosome” 
vs. “cell” in a biology chapter on cell structure), the more thumbs 
up and fewer thumbs down the question will receive. Explanatory 
variables can also relate to other aspects of the student’s experience 
during the practice session that are not entirely intrinsic to the ques-
tion itself. For example, when the student’s answer appears to be a 
misspelling of the correct answer, the system gives a Google-like 
“Did you mean ______?” suggestion (Figure 2). In sessions where 
a spelling suggestion was given, there were fewer thumbs down 
ratings. Such variables are included not only for explanatory pur-
poses but also to control for them when assessing the effects of 
variables intrinsic to AQG. 

 
Figure 2. An example of a suggestion for a potentially mis-

spelled answer. 

Table 1. Hypotheses about causal relationships affecting stu-
dent rating behavior. 

H1 Answering a question correctly on the first attempt will 
increase the chance of a thumbs up and decrease the 
chance of a thumbs down. 

H2 As a student answers more questions, the chance of giv-
ing a rating (thumbs up or down) will decrease. 

H3 Receiving a spelling correction suggestion for an an-
swer will increase the chance of a thumbs up and 
decrease the chance of a thumbs down. 

H4 Questions created from more important sentences in 
the textbook will receive more thumbs up and fewer 
thumbs down. 

H5 Questions with answer words that are more important 
in the textbook will receive more thumbs up and fewer 
thumbs down. 

H6 Questions with noun and adjective answer words will 
receive more thumbs up and fewer thumbs down than 
verb and adverb answer words. 

H7 Questions with rarer words as the answer will receive 
more thumbs up and fewer thumbs down than questions 
with more common words as the answer. 

H8 Questions where the answer blank occurs early in the 
sentence will receive fewer thumbs up and more 
thumbs down. 

H9 Questions that give elaborative feedback after an incor-
rect answer will receive more thumbs up and fewer 
thumbs down than questions that give only outcome 
feedback. 

H10 Questions that have been reviewed by a human re-
viewer before inclusion will receive more thumbs up 
and fewer thumbs down than questions that did not 
have human review. 

 

Table 1 gives ten hypotheses about causal relationships affecting 
student rating behavior investigated in this work. Each hypothesis 
motivates a model variable that is intended to measure that relation-
ship in the observed session data. 

Hypotheses H1-H5 are reasonably self-evident (e.g., H1 and H3 are 
motivated by increased student satisfaction), while H6-H10 warrant 
elaboration. 

H6 is motivated by the fact that textbook glossaries and indexes as 
well as most keyword extraction techniques are noun-centric, i.e., 
consisting primarily of nouns and noun phrases, and so nouns and 
adjectives might generally be perceived as more pertinent or help-
ful as answer words than other parts of speech. 

The rationale for H7 is that rarer words can often be technical terms 
or jargon specific to the textbook’s subject domain, and hence a 
question with such an answer word may be perceived as more help-
ful, whereas a question with a more common word as the answer 
may be perceived as less helpful. 

For H8, it has previously been observed that thumbs down are more 
common when the answer blank occurs in the first few words of the 
sentence [20]. A possible explanation is that if answering a FITB 



question is viewed as a language modeling prediction task, then 
when the blank occurs early in the sentence the information preced-
ing it may not be enough to make a confident prediction. Prediction 
then relies more heavily on the rest of the question text after the 
blank, potentially increasing cognitive load due to the missing word 
and leading to a perception that the question is less helpful. By con-
trast, when a blank occurs late in the sentence, most or all of the 
information needed for prediction has already been read before the 
blank is encountered.  
H9 concerns two types of elaborative feedback (called common an-
swer feedback and context feedback, Figure 3), that are 
automatically generated with the question where possible to be 
given after an incorrect answer. When neither type of AG feedback 
can be generated, simple outcome (right/wrong) feedback is given. 
Both AG feedback types have been shown to be more effective than 
outcome feedback in increasing the number of student second at-
tempts as well as correctness on the second attempt [26]; it is thus 
hypothesized that the AG feedback will contribute to increased stu-
dent satisfaction. For details on the AG feedback types, see [26]. 

For H10, early in the CoachMe launch the AG questions included 
a human review pass by the AQG development team to check for 

common AQG quality issues that are not subject-matter related and 
do not require pedagogical expertise, such as errors with text ex-
traction from the textbook and unresolved anaphoric references in 
the question stem. The manual review step was eliminated as scale 
increased due to the time and cost involved. It is expected that ques-
tions that have been manually reviewed should receive better 
ratings than those without a human review step. 

Each hypothesis is operationalized using a variable from the ses-
sion data in order to be included in the explanatory model. These 
variable definitions are given in Table 2.  
Regression models applied to observational data are commonly 
used in explanatory modeling. As discussed by Shmueli [27], even 
though the regression model itself can only determine significant 
associations between the variables and outcome, the hypotheses 
motivating the selection of explanatory variables provide the ra-
tionale for causality. In this work, logistic regression is used to 
model the probability of whether a student will rate a question ei-
ther thumbs up or thumbs down as a function of the explanatory 
variables. 

 
Figure 3. Examples of outcome, context, and common answer feedback. 

 

Table 2. Explanatory variables for student rating modeling. 

Variable Type Definition 
H1_first_correct categorical 1 if student’s first answer is correct, 0 if not 
H2_cumulative_answered integer Total number of questions answered by the student as of 

the session 
H3_spelling_suggestion categorical 1 if student received a spelling suggestion during the 

session, 0 if not 
H4_sentence_textrank_rank continuous 0 (most important) to 1 (least important) rank of sentence 

in textbook chapter 
H5_answer_tf_idf_rank continuous 0 (most important) to 1 (least important) rank of answer 

word in textbook chapter 
H6_answer_pos categorical ADJ, ADV, NOUN, PROPN, VERB 
H7_answer_log_probability continuous Log probability estimate of answer word frequency 
H8_answer_location integer Location of answer blank in sentence, starting at 0 for 

first word 
H9_feedback categorical common_answer, context, outcome 
H10_reviewed categorical 1 if question was manually reviewed, 0 if not 



An important characteristic of the data set is that each student typ-
ically engaged with multiple practice questions, and similarly, each 
question was often answered by multiple students. The observa-
tions are not independent within these same-question and same-
student clusters, which does not satisfy the assumptions of logistic 
regression. Such lack of independence is often addressed using a 
mixed effects regression model. For example, in work on regres-
sion modeling of question engagement, difficulty, and persistence 
[15][28], mixed effects logistic regression models were used with 
a random intercept per question and per student. 

However, mixed effects models are generally much more compu-
tationally expensive to fit than ordinary fixed effects models. The 
data set in this work is much larger than those in our prior work, 
and in particular was too large to run mixed effects regression with 
random intercepts for both questions and students with the model-
ing software used. It was therefore necessary to assess whether a 
model with random intercepts for both question and student ap-
peared critical to obtaining accurate results. Ignoring violations of 
the independence assumption can result in incorrect p values, 
though the regression coefficients can still be unbiased when deal-
ing with clustered observations [29]. 

To this aim, mixed effects models were fit with random intercepts 
for questions only and for students only, respectively, together with 
an ordinary fixed effects model, and the results compared. All re-
gressions were performed using R version 4.1.2 [30], with package 
glmmTMB version 1.1.8 [31] for mixed effects models. Across all 
three models, each explanatory variable’s coefficients were con-
sistent in sign and magnitude (typically within less than a factor of 
2, evidencing unbiased coefficient estimates). All variables were 
significant at p < .001 in all three models with the following excep-
tions: in the random intercept per question model, 
H6_answer_pos:NOUN p < .05 (relative to H6_answer_pos:ADJ 
baseline), H8_answer_location p < .01, H9_feedback:context p < 
.01 and H9_feedback:outcome p < .05, (H9_feedback:common_an-
swer baseline); H10_reviewed p < .01 in the fixed effects model 
and not significant in either mixed effects model. Given this con-
sistency, including random intercepts for both questions and 
students does not appear essential to obtain qualitatively correct 
modeling results. Therefore, to be conservative about effect signif-
icance, the mixed effects model with question random intercepts, 
which had the largest p values overall, was chosen as the explana-
tory model. 

 

The R formula for the thumbs down explanatory model is: 
glmmTMB(thumbs_down ~ H1_first_correct  

+ H2_cumulative_answered 
+ H3_spelling_suggestion  
+ H4_sentence_textrank_rank 
+ H5_answer_tf_idf_rank + H6_answer_pos 
+ H7_answer_log_probability  
+ H8_answer_location 
+ H9_feedback + H10_reviewed  
+ (1|question_id), 
family=binomial(link=logit), data=df) 
 

This shows that a mixed effects logistic regression model is fit us-
ing the glmmTMB function. The regression formula shows the 
outcome of whether a question was rated thumbs down modeled as 
a function of the ten explanatory variables (Table 2) with a random 
intercept per question to address lack of independence of question 
observations. 

3. RESULTS 
Between the dates specified for data collection in the Methods sec-
tion, there was a total of 5,214,211 student-question sessions 
included in the final data set. Each session creates a rating oppor-
tunity. Ratings were given in a total of 27,719 sessions, 17,285 with 
thumbs up and 10,434 with thumbs down, a rate of 3.31 thumbs up 
and 2.00 thumbs down per 1,000 sessions. Of the 432,930 students, 
15,111 (3.49%) used the rating feature, and of the 809,848 ques-
tions, 22,844 (2.82%) were rated (either thumbs up or thumbs 
down). 

As an exploratory data analysis preliminary to model building, Ta-
ble 3 shows ratings per 1,000 sessions for the individual levels of 
the categorical explanatory variables. Differences across variable 
levels are evident, indicating that many of these variables are ex-
pected to be significant in the explanatory model given the numbers 
of observations involved. 

Table 3 shows that the thumbs down rate is more sensitive to the 
explanatory variables than the thumbs up rate. The variation across 
categorical variable levels expressed as percentage difference 
(range divided by average) is 27%–118% for thumbs down versus 
5%–22% for thumbs up. Furthermore, since ratings are optional for 
student users and thumbs down ratings indicate student dissatisfac-
tion, as a practical concern we consider reducing thumbs down 
ratings more important than increasing thumbs up ratings. We 
therefore examine the thumbs down regression model first, which 
is shown in Table 4.

Table 3. Ratings per 1,000 sessions for categorical variable levels. 

Variable Level Sessions Thumbs Up Thumbs Down 
H1_first_correct 0 2,292,927 2.91 3.04  

1 2,921,284 3.64 1.19 
H3_spelling_suggestion 0 4,926,209 3.30 2.05  

1 288,002 3.59 1.12 
H6_answer_pos ADJ 1,509,164 3.38 1.76  

ADV 52,541 2.70 5.23 
 NOUN 3,207,347 3.35 1.96 
 PROPN 247,666 3.01 2.23 
 VERB 197,493 2.86 3.43 
H9_feedback common_answer 3,299,873 3.28 1.68  

context 477,814 3.45 2.55  
outcome 1,436,524 3.35 2.55 

H10_reviewed 0 4,915,386 3.34 2.03  
1 298,825 2.86 1.54 



Table 4. Thumbs down regression model.  

Significance codes: 0 *** .001 ** .01 * .05 

Feature Estimate p 
H1_first_correct -0.822 < 2e-16 *** 
H2_cumulative_answered -0.00591 < 2e-16 *** 
H3_spelling_suggestion -0.466 1.32e-12 *** 
H4_sentence_textrank_rank 0.866 2.03e-09 *** 
H5_answer_tf_idf_rank 0.492 1.19e-04 *** 
H6_answer_pos:ADV 0.890 8.57e-06 *** 
H6_answer_pos:NOUN 0.150 2.11e-02 * 
H6_answer_pos:PROPN 0.484 2.39e-04 *** 
H6_answer_pos:VERB 0.637 8.72e-07 *** 
H7_answer_log_probability 0.0667 6.75e-06 *** 
H8_answer_location -0.0103 2.24e-03 ** 
H9_feedback:context 0.268 3.48e-03 ** 
H9_feedback:outcome 0.163 1.69e-02 * 
H10_reviewed -0.159 2.44e-01 

 

Though the hypotheses in Table 1 provide the justifications for the 
explanatory variables, model selection techniques can be used to 
estimate their relative importance. A common model selection ap-
proach is to use a probabilistic metric to assign a score that weighs 
a model’s goodness-of-fit against its complexity. For explanatory 
models, the Bayesian information criterion (BIC) is often used [27]. 
Variable importance was assessed using the initial step of a forward 
selection stepwise regression process, as follows: for each explan-
atory variable, a fixed effects model was fit including only that 
variable and an intercept, with its BIC value compared to that of an 
intercept-only model. Lower BIC scores are better, and in a forward 
selection process, the variable giving the greatest decrease in BIC 
would be selected for the model. Again, however, forward selection 
was not used to select the variables in the explanatory model; the 
technique is merely used here to obtain an estimated ranking of the 
variables by importance. The results are given in Table 5, with var-
iables ordered by decrease in BIC relative to an intercept-only 
model. 

Table 5. Bayesian information criterion decreases for single-
variable thumbs down models. 

Feature BIC 
intercept-only 150537.9 
H1_first_correct -2190.2 
H2_cumulative_answered -1187.6 
H5_answer_tf_idf_rank -512.2 
H4_sentence_textrank_rank -480.4 
H9_feedback -414.8 
H6_answer_pos -351.4 
H3_spelling_suggestion -125.1 
H7_answer_log_probability -100.1 
H8_answer_location -75.0 
H10_reviewed -20.6 

 

The regression model results for thumbs up ratings are given in Ta-
ble 6. In contrast with the thumbs down model in Table 4, very few 
variables were statistically significant. Thus, a variable importance 
analysis was not performed as for the thumbs down model. 

Table 6. Thumbs up regression model. 

Feature Estimate p 
H1_first_correct 0.275 < 2e-16 *** 
H2_cumulative_answered -0.000412 .00682 ** 
H3_spelling_suggestion 0.0473 .203 
H4_sentence_textrank_rank 0.0439 .690 
H5_answer_tf_idf_rank -0.137 .221 
H6_answer_pos:ADV -0.230 .321 
H6_answer_pos:NOUN -0.0213 .642 
H6_answer_pos:PROPN -0.152 .137 
H6_answer_pos:VERB -0.159 .180 
H7_answer_log_probability -0.0328 .00108 ** 
H8_answer_location -0.00265 .267 
H9_feedback:context 0.118 .0951 
H9_feedback:outcome 0.0130 .803 
H10_reviewed -0.150 .116 

 

4. DISCUSSION 
The main question is which of the hypotheses in Table 1 are sup-
ported by the explanatory models created from the data. For the 
thumbs down model, all explanatory variables except H10_re-
viewed were statistically significant. For each significant variable, 
the sign of the coefficient estimate, or relative magnitudes of the 
estimates for categorical variables with more than two levels, de-
termine whether the corresponding hypothesis was supported. 
Examples: H1_first_correct has a negative coefficient, meaning 
that a thumbs down is less likely when the student’s first attempt is 
correct, so H1 is supported. H6_answer_pos has the largest coeffi-
cients for the ADV and VERB levels, so ADV and VERB answer 
words are the most likely to receive thumbs down, so H6 is sup-
ported. Overall, H1-H8 are supported by the model. Given the 
explanatory modeling framework followed, this is evidence that the 
relationships in these hypotheses are causal [27]. 

H9 is only partially supported, because outcome feedback is statis-
tically more likely to receive a thumbs down than common answer 
feedback, but not more likely than context feedback. This could be 
because even though context feedback has been shown to be more 
effective than outcome feedback, it also takes significantly longer 
to read [24], which might reduce student satisfaction. Finally, H10, 
that manually reviewed questions will receive fewer thumbs down, 
was not supported because H10_reviewed was not statistically sig-
nificant. 

For thumbs up ratings, only three variables, H1_first_correct, 
H2_cumulative_answered, and H7_answer_log_probability were 
significant. For all three, the direction of the effect was as predicted 
by the corresponding hypothesis, and thus hypotheses H1, H2, and 
H7 were supported. The other hypotheses were not supported for 
thumbs up because their corresponding variables were not signifi-
cant. 

An interesting finding was that human manual review of the AG 
questions mattered less to student ratings than anticipated. H10_re-
viewed was not significant in either the thumbs down or thumbs up 
model, and was the only explanatory variable not significant in the 
thumbs down model. However, this finding lends support to the de-
cision of discontinuing the manual review step done initially in the 
CoachMe release, as manual review did not have a significant im-
pact on reducing thumbs down ratings. 



For the three variables that are significant in both models, the rela-
tive effect sizes can be seen by comparing the magnitudes of their 
model coefficients. In all three cases, the thumbs down coefficient 
is larger, by a factor of 2.0 to 14.3. The thumbs down model coef-
ficients also have smaller p values. 

An interesting overall finding is therefore that thumbs down ratings 
are more clearly related to the explanatory variables, and thus the 
hypotheses, than thumbs up ratings. This is useful for improving 
the AQG method to reduce the number of questions generated that 
are likely to receive thumbs down from students. 

It is interesting to note that the variable importance assessment for 
the thumbs down model (Table 5) reveals that the two most im-
portant explanatory variables, H1_first_correct and 
H2_cumulative_answered, relate to aspects of student experience 
in addition to the characteristics of the question itself. Of the varia-
bles intrinsic to the AQG process, the three most important were 
H5_answer_tf_idf_rank (answer importance), H4_sentence_tex-
trank_rank (sentence importance), and H9_feedback. Note in 
particular that these variables are important after controlling for the 
effects of the “experience-related” variables. It is qualitatively rea-
sonable that the importance of the question’s answer and sentence 
should matter, as well as the type of feedback given upon an incor-
rect answer. The least important explanatory variable was 
H10_reviewed. Again, an importance analysis was not performed 
for the thumbs up explanatory model because few variables were 
statistically significant in that model. 

It is informative to look at some illustrative examples of questions 
that are more/less likely to receive thumbs down ratings according 
to certain explanatory variables and the hypotheses underlying 
them. H6, the hypothesis that questions with verb and adverb an-
swer words will receive more thumbs down, was supported. An 
example of a verb and an adverb question in the data set receiving 
multiple thumbs down are (answer word underlined): 

Verb answer word: 

A program that calculates the distance between two cities 
might use the variable name “distance” to represent that 
value in memory. 

Adverb answer word: 

Rewarding rats for successfully navigating to the end of 
a maze provides researchers with an opportunity to ob-
jectively measure learning. 

In these questions, the answer words “calculates” and “success-
fully” do not appear to convey significant useful information in the 
sentence, and several of the nouns or adjectives would appear to be 
a better answer choice. 

The following are questions made from less important and more 
important sentences, which was confirmed to make a difference to 
thumbs down rating probability through H4: 

Less important question sentence: 

The fish flavor will get into the frying oil and affect the 
flavor of chicken, mozzarella sticks, vegetables, and 
French fries. 

More important question sentence: 

Experts have defined patient-centered interviewing as 
“following the patient's lead to understand their thoughts, 

ideas, concerns and requests, without adding additional 
information from the clinician’s perspective.” 

To contrast the two, the less important sentence seems more like an 
example than a domain fact that needs to be learned, whereas the 
more important sentence gives a definition of what is likely a con-
tent key term. 

The following two questions illustrate H7, that rarer answer words 
are less likely to receive thumbs down: 

More common answer word: 

Many health conditions increase the risk of mental disor-
ders. 

More rare answer word: 

Intuitional Epistemology or Intuitionalism: Humans 
know by simply intuiting, or penetrating the depths of 
their inner sense of self and being able to discern what is 
true. 

Here, the rarer answer word “epistemology” appears to be more 
subject domain-specific than the more common answer word 
“risk”, and thus may be perceived as more helpful. 

Some limitations of the present work should be noted. A modeling 
limitation is that random intercepts were not able to be included for 
both questions and students in the mixed effects models to account 
for repeated observations; only random intercepts for questions 
were able to be included. However, this was mitigated by the anal-
ysis described in the Methods section that suggests the results 
would not be materially affected if both types of random effects 
were included. Another potential limitation is that the majority of 
students in the data set self-selected to engage with the questions (a 
small percentage of the data is from courses where questions were 
assigned, changing engagement patterns [17]). Within this largely 
voluntary population of students answering questions, all student 
ratings were also voluntary. While the explanatory model has 
shown significant relationships between the analyzed variables and 
ratings, we also acknowledge there could be additional motiva-
tional hypotheses around why students rated that remain unknown, 
i.e., did they like/dislike the content, perceived helpfulness, or the 
overall experience? Students who did choose to rate questions only 
rated an average of 1.83 questions each, rather than consistently 
rating all questions answered. An interesting future investigation 
would be to compare the results herein with a class of students who 
are asked to rate every question. 

5. CONCLUSION 
The novel data set used in this investigation included microlevel 
clickstream interactions gathered by an e-reader platform, syntactic 
and semantic data derived from natural language processing, and 
student perception data gathered from thumbs up/down ratings—
all used to learn more about the automatically generated questions 
provided as practice in online textbooks. Prior research on AG 
questions used similar microlevel data to analyze performance met-
rics, but the student rating data provided an interesting and new 
opportunity to learn about question features from a new source—
the learners themselves. 

The explanatory modeling approach taken in this work enabled dis-
covery of causal relationships between question features and 
student rating behavior. This has practical implications for improv-
ing the AQG method in future work. By incorporating knowledge 
about the causes of thumbs down ratings during AQG, the number 
of questions generated that are likely to be given thumbs down can 



be reduced. The modeling results indicate that focusing on the im-
portance of the answer word, the importance of the sentence, and 
the answer word POS will yield the greatest improvements in re-
ducing the thumbs down rate. 

The data set from this work is available at our open data repository 
[32]. 
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