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ABSTRACT
In the realm of collaborative learning, extracting the be-
liefs shared within a group is paramount, especially when
navigating complex tasks. Inherent in this problem is the
fact that in naturalistic collaborative discourse, the same
propositions may be expressed in radically different ways.
This difficulty is exacerbated when speech overlaps and other
communicative modalities are used, as would be the case in
a co-situated collaborative task. In this paper, we conduct
a comparative methodological analysis of extraction tech-
niques for task-relevant propositions from natural speech
dialogues in a challenging shared task setting where partic-
ipants collaboratively determine the weights of five blocks
using only a scale. We encode utterances and candidate
propositions through language models and compare a cross-
encoder method, adapted from coreference research, to a
vector similarity baseline. We see substantially increased
performance when using the cross-encoder and establish a
novel baseline on this challenging task. Further, we extend
our examination to transcripts generated by Google’s Au-
tomatic Speech Recognition system, to assess the potential
for automating the propositional extraction process in real-
time. This study not only demonstrates the feasibility of
detecting collaboration-relevant content in unstructured in-
teractions but also lays the groundwork for employing AI
to enhance collaborative problem-solving in classrooms, and
other collaborative settings, such as the workforce. Our
code may be found at: https://github.com/csu-signal/
PropositionExtraction
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1. INTRODUCTION
For computer-assisted education, an important capability
of automated systems is the ability to extract the meaning
from student sentences or utterances to determine what they
know, infer, or understand in the course of a task, activity,
or assignment. In a naturalistic situated dialogue, like a
small group in a classroom, information exchange is likely to
consist of overlapping utterances with references grounded
in the situational context, such as to objects in the scene or
actions taken. Therefore, unlike in idealized scenarios such
as strict turn-taking dialogues or written texts, it may be
difficult to determine the exact semantic or propositional
content that is being expressed by a single utterance.

An added challenge for educationally-grounded AI tasks such
as knowledge tracing [33] is that the same semantics or
proposition may be expressed in natural speech in radically
different ways—there are likely to be incomplete sentences,
repetition or restatement, filler words or disfluencies—and
extracting relevant meaning despite such noise is crucial if
an automated system is to make correct inferences about
what students know or understand about their activity.

The propositional content that students assert is critical to
tracking the collaborative process as students share their un-
derstanding and build consensus or common ground [36, 24].
For example, an automated agent for collaborative problem
solving support would need to track surfaced propositions as
a measure of task progression. Additionally, students in col-
laborative settings achieve greater learning outcomes when
they engage in leading the discussion, which involves mak-
ing new claims and not simply reiterating previously-stated
information [40]. The ability to extract propositional con-
tent from dialogue provides a way for an agent to determine
whether a claim was already stated within the group. This
would provide a necessary feature to determine whether a
student is helping to lead the task forward, thereby enabling
better prediction of learning outcomes from mined data.

In this paper, we take the transcribed utterances of a shared
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Figure 1: Schematic overview of propositional extraction
approach. Dashed lines indicate inference samples.

collaborative task, which are annotated with ground truth
task-relevant propositions that are expressed therein, and
use cosine similarity and cross-encoder methods to extract
the propositions from the utterance text. Fig. 1 shows a
schematic overview of our approach. We also extend our
methods to utterances automatically segmented and tran-
scribed by Google Cloud Platform’s Automated Speech Rec-
ognition, showing how our propositional extraction methods
may be incorporated into an automated system with a rela-
tively low level of degradation due to automated transcrip-
tion. Our results show the utility of methods adapted from
coreference research in the field of natural language process-
ing on this challenging task.

Our novel contributions are:

• Establishment of a novel, challenging task of proposi-
tional extraction from natural speech during a collab-
orative interaction.

• Comparison of cosine similarity and cross-encoder meth-
ods using multiple language models and levels of data
cleaning, establishing a novel baseline and theoretical
upper bound on the best performance of our methods
in this task.

• Assessment of the level of performance degradation
introduced by automated speech transcription when
compared to manually transcribed utterances.

2. BACKGROUND AND RELATED WORK
Collaborative tasks concern the construction and mainte-
nance of a shared conception of the problem at hand [35],
involving mutual engagement and coordinated effort to solve
the problem together. Within such a framework, especially
one centered around shared synchronous tasks, quantity of
specific propositions discussed has been shown to be a sig-
nificant predictor of learning gains [12]. Therefore, propo-
sitional extraction serves an important role in automated
analysis of shared task data in an educational context, or for

an automated system to make inferences about construction
of shared knowledge in real time.

Propositional extraction. Prior work on propositional ex-
traction from natural language has primarily been conducted
from written texts in domains such as question answering,
where early methods relied on approaches such as seman-
tic memory [10]. Classical machine learning approaches like
support vector machines have been applied to opinion min-
ing to find “propositional opinions,” or sentence fragments
that contain the object of an assertion, incorporating word
and feature-level knowledge from resources like WordNet,
FrameNet, and PropBank [4]. Linguistic features have even
been used to extract “ideas” from transcribed speech in the
clinical domain, as a technique to predict Alzheimer’s dis-
ease and other types of cognitive decline [8]. These early
works not only show the utility of propositional extraction in
various domains, but also demonstrate the relative sparsity
of study on this topic. With the advent of neural network
methods for text processing, these have been applied to NLP
problems like propositional extraction from argumentation
and rhetoric [20, 21]. These approaches include reported
speech, as may appear in documents such as news articles.
To the best of our knowledge, we are the first to attempt
a similar task on transcribed naturalistic speech data from
a collaborative task setting reminiscent of small group work
in classrooms.

Pairwise Representation Learning. All of the aforemen-
tioned approaches frame the problem as one of establishing
a mutual relationship between a piece of text from a dataset
and another piece of text from a library of candidates, be
they ideas, opinions, or propositional information more gen-
erally. Pairwise representational learning techniques have
long been popular in the deep learning community for learn-
ing such relationships between two pieces of text. While
some previous works modeled these relationships for text-
generation tasks like abstractive document summarization
[29], machine-comprehension [17], or document-reconstruc-
tion [26], others have also explored pairwise learning to com-
pute similarity metrics between pairs of documents [2, 34,
43] as well as for masked language modeling [11]. More
recently, for clustering-related tasks like coreference resolu-
tion, a “cross-encoding” framework has been used to learn
pairwise features of possible coreferent mentions [1, 5, 6, 16,
41, 42]. These works, originally inspired by [18], learn high-
level semantic features of a mention (e.g., of an entity or
event) within a sentence in the context of another mention-
containing sentence and compute the coreference probabil-
ities of such pairs before clustering mentions that refer to
the same entity. We adopt this “cross-encoding” technique
for both our candidate proposition generation procedure, as
well as for calculating the probability of a given utterance
referring to a candidate proposition.

Cross-Encoders. According to discourse coherence theory,
in a dialogue between two or more participants, the con-
tent of the discussion is essentially a subset of the common
knowledge, beliefs, and common intention (goal) that each
participant has at any given point. As such, certain pro-



cessing decisions like identifying referring expressions or de-
tecting common propositional content between utterances
can be made locally within the “attentional state” of the
discourse [14, 15]. For instance, in a collaborative problem-
solving setting, the words in an utterance that any partici-
pant uses to describe a specific sub-task within the overall
task, are constrained by“discourse segment purpose”or their
common intention at that specific point in the dialogue. This
constraint in the appearance of utterances to maintain co-
herence in the collaborative problem-solving dialogue allows
us to map an utterance to a proposition by focusing only on
the local elements in the utterance/proposition pairs.

However, since linguistic constraints or rule-based heuris-
tics used to determine this attentional state can be nar-
row in their scope or domain-specific, most previous works
have modeled the attentional state using neural networks
[7, 16, 19]. These models are typically built on top of pre-
trained transformer-based language models (LMs) [39] like
RoBERTa or Longformer [3, 28] that are known to capture
rich semantic features through their contextualized represen-
tations of tokens and sequences. Apart from computation-
ally modeling the innate structural coherence in a discourse,
these architectures can also generate potential referents by
demarcating the attentional state within a dialogue, through
context.

These works have focused on various natural language un-
derstanding (NLU) tasks, including coreference resolution.
Our task is adjacent to coreference resolution since we have
to map a set of utterances to their corresponding proposi-
tions in a collaborative dialogue. As such, we take inspi-
ration from the pairwise scorer/cross-encoder architecture
commonly used as a pairwise representation learning frame-
work in cross-document coreference resolution (CDCR) [1,
5, 6, 30, 31, 41, 42]. In this technique, a classifier is forced
to learn a combined representation of one mention (repre-
sented by a trigger word) in the context of the other, both
of which are encoded within their respective sentences. This
learning strategy is an effective way to generate similarity
scores between pairs of event or entity mentions due to the
contextualized learning framework.

3. DATASET
The Weights Task [23] is a situated collaborative problem-
solving (CPS) task wherein groups of three work together
to deduce the weights of differently colored blocks using a
balance scale. There are a total of 10 groups, resulting in
approximately three hours of audiovisual data. Participants
consented to the release of their likenesses for research pur-
poses. The study protocol and release of A/V data were
approved by the Colorado State University institutional re-
view board.1 In this work we focus on Phase 1 of the task,
where the group has five blocks of different colors (C =
{red, yellow, green,blue,purple}) whose weights follow an in-
stance of the Fibonacci sequence (Wn = {10g, 10g, 20g, 30g,
50g}). At the start of the task, the group is told that the
red block weighs 10 grams.2

1The dataset and consent documents associated with the
original study protocol are publicly available at https://
zenodo.org/records/10252341.
2Although a gram is a unit of mass, the colloquial dialogue
in the dataset uses “mass” and “weight” interchangeably.

For our purposes, the Weights Task Dataset (WTD) con-
tains speech transcribed manually by humans (hereafter re-
ferred to as “Oracle” transcriptions) as well as speech tran-
scribed automatically by Google Cloud Platform’s Auto-
matic Speech Recognizer (Google ASR). The Oracle and
Google transcription processes also segmented the speech
into utterances—a single person’s continuous speech, delim-
ited by silence. There are a total of 2,140 utterances that
contain transcribed speech according to Oracle segmenta-
tion, and 1,500 utterances containing transcribed speech ac-
cording to Google segmentation.

Due to the overlapping nature of speech in this setting, ut-
terance segmentation leads to many sentence fragments and
overlaps, as well as mistranscription by the automated sys-
tem, which leads to challenges in extracting the intended
meaning behind any given utterance. An additional chal-
lenge to meaningful information extraction from the linguis-
tic channel is that due to the multimodal nature of the task,
a complete interpretation of an utterance may require re-
course to another modality. For example, someone may say
“this one” while pointing to a specific block. The pointing
makes it clear which block is being referred to but without
access to the video showing where the person is pointing, the
language alone is ambiguous. The above factors enumerate
the challenges to extracting propositions expressed through
dialogue in this setting.

The propositions themselves are annotated in the context
of the common ground that evolves between group members
as the task proceeds, that is, the set of propositions Φ each
individual comes to believe as factual and that the group
must agree upon, implicitly or explicitly, to arrive at the
goal [32]. In the case of the Weights Task, the participants
must all arrive at the correct assignments of weight w ∈ W
to color c ∈ C to solve the task. The WTD is annotated with
the propositions that are asserted, evidenced, or agreed upon
as the task unfolds, based upon the multiple modal channels
and prior context. Our goal is to recover those propositions
from the transcribed speech.

3.1 Preprocessing and Annotation
From the Phase 1 data of the WTD we removed utterances
spoken by the study researcher as she introduced the task
and setup, to focus only on dialogues within the group. Be-
cause of the multimodal nature of the task and the prevalent
use of demonstratives, we enriched the transcribed utter-
ances using a“dense paraphrasing”method inspired by Tu et
al. [37, 38], that rewrites a textual expression to reduce am-
biguity and make explicit the underlying semantics. We iso-
lated the utterances containing at least one pronoun from a
predefined set, performed a partial assignment of blocks ref-
erenced by those pronouns based on actions that overlapped
the utterances, and had annotators identify the blocks de-
noted by the remaining pronouns, if any, while referring
to the video (see Fig. 2). This annotation was performed
separately for the Oracle and Google transcription. Utter-
ances were dually annotated, resulting in an average Cohen’s
κ = 0.89 over the Oracle transcriptions and κ = 0.87 over
the Google transcriptions, indicating high annotator agree-
ment [9]. A gold standard was then generated through ad-
judication by an expert. The original utterances were then
replaced with the dense paraphrased versions. High agree-



Figure 2: Example of dense paraphrasing with reference to
video. The original utterance is“we can replace one of [these]
with the twenty.” With reference to the video, an annotator
can see the rightmost participant reaching for the red and
blue blocks, so the dense paraphrased utterance is “we can
replace one of red block, blue block with the twenty.”

ment scores and accuracy metrics demonstrate the reliability
and effectiveness of the annotation process. This procedure
decontextualizes the utterances from their multimodal de-
pendencies, allowing us to evaluate the utterance as though
it were text only.

4. METHODS
We investigated two methods for extracting propositional
content from utterances: a cosine similarity baseline, and
a cross-encoder adapted from entity and event coreference
research in the field of natural language processing (NLP).
These were both evaluated over the Oracle transcriptions
of utterances, and the Google automatic transcriptions, and
using various levels of data cleaning to explore performance
of the different methods in settings that range from more
idealized to more realistic. Below we describe the method-
ology for cleaning the data and training the cross-encoder.

Propositional content in the Weights Task takes the form of
a relation between a block and a weight value (e.g., red =
10), between two blocks (e.g., red = blue), or between one
block and a combination of other blocks (e.g., red < blue +
green). To generate all possible candidate propositions in
the domain, we employed a systematic process that com-
bined the five block colors (red, blue, green, purple, yellow),
five potential weights (10, 20, 30, 40, and 50), and four re-
lations (=, ̸=, <, >) into all possible combinations that
fit the aforementioned formats. “Conjunctive” propositions
(e.g., green > 20 and yellow < 50) were also allowed, up
to a length of three conjuncts (the maximum that ever ap-
peared in the actual dataset). We normalized all candidate
propositions for the symmetric property of equality (e.g., so
that red = blue is the same as blue = red), and dropped the
resulting duplicates. The result was 5,005 total candidate
propositions that could be expressed in the Weights Task
domain.

Any given proposition might be expressed in multiple ways.
For instance, in the data “purple block’s thirty,”“purple one
thirty,” “let’s go thirty purple block’s thirty,” and “teeter

teeter purple block’s less forty greater twenty purple block’s
likely thirty” all appear as ways of expressing the propo-
sition purple = 30, despite the fact that they may contain
extra words or even mentions of additional blocks or weights
not contained within the proposition actually expressed. We
therefore modeled propositional extraction as a type of coref-
erence problem, where the goal is not to determine whether
two entity mentions refer to the same thing [25], but rather
to determine if two utterances mention both the same entity
(block) and the same property (weight or relation).

4.1 Data Cleaning
Filtration of the dataset is motivated by the fact that many
utterances, even after dense paraphrasing, still do not men-
tion a specific object or weight, meaning that extracting an
object-weight or object-object relation from the utterance
alone is infeasible. Our filtration steps follow steps used
in existing coreference research [1]. The decision to follow
this methodology was made at the outset before any ex-
perimental results were available. We adopted three levels
of data cleaning. 1) The first level of cleaning consisted of
removing all instances where neither color nor weight was
mentioned in the transcript. An example of an utterance
removed at this step would be “i mean it’s not gonna go
anywhere i guess it’s just oh.” 2) The second level of clean-
ing involved removing all utterances where the mentioned
colors and weights did not match the annotated proposi-
tion. For example, in an utterance “yeah red block, blue
block should be twenty as well”, “yeah” is actually an ac-
ceptance of a previously asserted proposition (in this case
green = 20), and red + blue = 20, the mention of which is
in the utterance, is not a valid propositional form in the task
domain as the left hand side must be a single block (in this
case, the truth of red + blue = 20 is implicit in two other
(valid) propositions red = 10 and blue = 10). 3) The final
level of cleaning removed all instances that do not mention
a color, but only a weight. For instance, the utterance “well
the top is a ten” is annotated as blue = 10, but with only
the text, even a human would struggle to identify the cor-
rect proposition. The dataset annotators, meanwhile, had
access to the video and could see that the top block referred
to is blue, but as we focus only on transcriptions of natural
speech, this information is not available to our method.

We encoded utterances as vector representations in three
language models: BERT-base-uncased [11], RoBERTa-base
[28], and Longformer-base-4096 [3]. Before encoding, stop
words were filtered out according to a standard list aug-
mented with words that occurred in five or fewer bigrams
over all the transcriptions, and are not number words, color
words, or (in)equality relation words. To retrieve the vec-
tors, we summed over the last four encoder layers of each
model and took the average of the [CLS]/<bos> token vec-
tor and all individual token vectors in the utterance. These
vectors were used for propositional extraction by compari-
son using cosine similarity, and for training the cross-encoder
architecture.

4.2 Cross-Encoder
Above, and in Sec. 2, we motivated propositional extrac-
tion as a type of coreference problem. Therefore, we use a
cross-encoder neural network that is common in NLP ap-
proaches to coreference. The cross-encoder learns a paired



Figure 3: Schematic overview of the cross-encoder architecture.

“contextualized” representation for an utterance proposition
pair. Unlike previous coreference approaches mentioned in
Sec. 2, which focus on the specific trigger word within a
sentence, we encode the entire utterance in the context of
the proposition to generate a combined representation for an
utterance/proposition pair. This is for two reasons: firstly,
in our framework, both the transcript and the candidate
proposition can contain more than one color mention, which
serves as a trigger indicating a block. For instance, consider
“so purple block, blue block should be forty right there” (ut-
terance) and purple + blue = 40 (candidate proposition).
Encoding the utterance once for each specific color-trigger
using a language model could drastically increase compu-
tational cost without any additional benefits of contextual-
ization. This could also likely break down higher-level se-
mantic signals that can otherwise be encoded with a wider
context-window or the entire sentence. Secondly, under cer-
tain lenient pruning strategies, some transcripts may not
contain any color at all. E.g., “... so you know twenty
plus ten thirty probably ...” with a candidate proposition
red = 10 ∧ green = 20 ∧ purple = 30. In such cases, full
sentential context may capture more subtle semantic signals
that are crucial for this task.

For an utterance/proposition pair (ui, pj), we construct an
overall representation of the pair using the language model
encoder. This representation consists of four individual parts,
following modern standard practice in coreference estab-
lished by Caciularu et al. [5]. We first surround ui and
pj individually with special tokens <m> and </m> that are
added to the language model tokenizer vocabulary and ac-
quire learned representations during the training process.
The first part of this overall representation is VCLS , the
pooled representation ([CLS]/<bos>) token of the last en-
coder hidden state). This representation is often used as a
classification token in NLP tasks. Then, we encode ui and
pj individually in the context of each other (that is, ui when

preceding pj and pj when following ui)
3. These comprise

the second and the third components of the overall repre-
sentation: Vui and Vpj . We then encode the element-wise, or
Hadamard product of these two representations (Vui ⊙ Vpj )
to provide further cross-attention based signals. These four
individual representations are then concatenated into a uni-
fied representation ([VCLS , Vui , Vpj , Vui ⊙Vpj ]), which is fed
into a multi-layer perceptron (MLP) to get similarity scores
between the utterance and proposition (Eq. 1) The MLP is
a two-layer neural network (768 and 128 neurons) that takes
in the concatenated representation (768×4 = 3072 dimen-
sions) and outputs a scalar, or after a sigmoid operation, the
probability of an utterance referring to a proposition.

Score(ui, pj) = MLP ([VCLS , Vui , Vpj , Vui ⊙ Vpj ]) (1)

The candidate proposition with the highest score is retrieved,
or the scores can be used to compute a ranking of candidate
propositions, for metrics like top-k accuracy. Fig. 3 shows a
schematic overview of the cross-encoder architecture.

4.2.1 Cross-Encoder Training
The parameters of the MLP are learned along with the pa-
rameters of the pretrained language model. Motivated by
[1], we use a symmetric cross-encoding framework that min-
imizes the mean of the Binary Cross Entropy (BCE). More
specifically, an utterance (ui) and a proposition (pj) are en-
coded bidirectionally, by interchanging their sequential po-
sitions in the input text ((ui, pj) and (pj , ui)). This results
in a different unified representation in each direction and we
minimize the average of the BCE loss over the encodings in

3The positional encoder of transformer models cause the
resulting representations to be different despite the input
order being the same.



both directions. Mathematically,

LBCE(θ, ϕ) = −
1

m

m∑
i=1

(yi · log ŷi + (1− yi) · log (1− ŷi)) (2)

where y and ŷ are the true and predicted probabilities for
an utterance-proposition encoding in one of the directions
in a sample batch of size m. θ and ϕ are the parameters
of the MLP and the pretrained LM, respectively. We train
using a batch size of 20 for 12 epochs, with a learning rate
of 1e − 6 on the LM parameters and 1e − 4 on the MLP
pairwise scorer.

4.3 Experiments

Cross-Encoder. As mentioned, our data suffers from an
imbalance between negative and positive samples, in that
the vast majority of candidate propositions are not matches
for a given utterance. This phenomenon is also present in
common event coreference datasets, which results in a train-
ing dataset that is severely imbalanced toward negative pairs
if not handled [1]. In our case, it is usually quite obvious
when a candidate proposition is not a possible match for an
utterance because the candidate does not contain the ob-
ject or weight value mentioned in the utterance. Therefore,
we employ a heuristic pruning strategy that operates at two
levels. 1) we compare all propositions that include both the
color and weight mentioned in the utterance (e.g., candidate
matches for an utterance containing “red” and “ten” would
include red = 10, red ̸= 10, red < 10, etc.) 2) If the list of
candidates is still empty, as might be the case if the utter-
ance is simply “it’s fifty!”, we then enlarge the search space
by getting all the propositions that contain any of the col-
ors or weights mentioned in the utterance. This process is
similar to the lemma-based heuristic pruning used for train-
ing a cross-encoder for cross-document event coreference by
Ahmed et al. [1].

After filtering the candidate propositions with heuristic prun-
ing, to create the training dataset for the cross-encoder, we
pair an utterance with its annotated correct proposition as a
positive pair and choose four random propositions from the
filtered candidate propositions and pair them with the utter-
ance as negative pairs. For example, the utterance“ok so the
red has ten” would be a positive match with red = 10 and a
negative match with only three other candidates generated
after pruning. This results in a more balanced ratio of nega-
tive to positive candidate propositions for a given utterance,
which is beneficial for training. The random selection from
the filtered propositions ensures a diverse and robust set of
negative samples. We pick only four random negative sam-
ples because a significant number of annotated propositions
are of the form <color, relation, weight> which means that
after the first level of heuristic pruning, certain transcripts
would have only four possible candidate propositions, viz.
<color> {=, ̸=, <,>} <weight>.

We perform a rotating leave-one-group-out experiment where
cross-encoder training is performed over 9 of 10 groups in
the WTD, with the remaining group reserved for the test
set. The test group is then rotated through.

For testing, we use the same pruning methodology as above,
but where necessary, further prune the candidate utterance-

proposition pairs from the test set using a top-k pruning
strategy, for which we use the previously trained cross-encoder.
Specifically, we compute the cosine similarities between the
embeddings of an utterance and the remaining candidate
propositions, while interchanging their mutual positions. For
instance, if (ui, pj) represents an utterance-proposition pair,
we encode both [Vui , Vpj ] and [Vpj , Vui ] to retain their posi-
tional information. Since the cross-encoder has been trained
to minimize the mean of the bidirectional BCE loss, the la-
tent representations of positive pairs likely point in simi-
lar directions in the embedding space vis-à-vis the negative
pairs. As such, a top-k pruning strategy allows us to gener-
ate the most similar candidate propositions for a particular
utterance and remove more obvious mismatches. This helps
the system’s precision by minimizing the loss of pairs during
pruning. We use k = 5 to ensure approximate consistency
with the training set, which has a 1:4 ratio of positive to neg-
ative samples. We then score these leftover pairs using our
trained cross-encoder. For each utterance, we consider the
extracted proposition to be the one with the highest score
as given by the cross-encoder since need a ranking system
to choose a proposition for the evaluation metrics.

Cosine similarity. For a given utterance’s vector repre-
sentation, we compute the cosine similarities between the
embeddings of all candidate propositions and the utterance
embeddings. We then sort these cosine similarities, retriev-
ing the proposition(s) with the most similar embeddings to
the utterance embedding. While some level of pruning is
required to keep training the cross-encoder tractable due to
the quadratic complexity of training a pairwise scorer, for
the cosine similarity method we also evaluate against an un-
pruned candidate set as no training of a separate model is
required and the cosine similarity scores can be cached with
a single pass. Because cosine similarity calculations only
require the utterances to be encoded through a pre-trained
model, and no training of a separate model, we simply com-
pare the encodings of utterances to those of propositions
without the need for a leave-one-group-out split.

5. RESULTS
We report intersection over union (IOU) scores, top-1, and
top-3 accuracy. All three metrics used are standard metrics
for evaluating retrieval systems (e.g., in computer vision and
NLP). The IOU metric allows “partial credit.” Since our
task is to extract the proposition from a transcript, we cal-
culate the overlap between the extracted proposition and
the true proposition. For example, if the true proposition
is red = 10 ∧ blue = 20 ∧ green = 10 and we extracted
proposition red = 10 ∧ blue = 30, we consider the cardinal-
ity of the intersection of the two sets ({red = 10}) over their
union ({red = 10, blue = 20, green = 10, blue = 30}). This
assesses partial matches where some, but not all, of the cor-
rect propositional content is retrieved. Accuracy is a more
restrictive metric because it requires exact matches. Top-3
accuracy requires exact matches but is considered correct if
the match falls in the top three retrievals.

We report results on both the cross-encoder (averaged across
all test groups) and the cosine similarity method, at the
three different levels of data cleaning discussed in Section. 4.1.
For the cosine similarity method, we report results with and



Table 1: Cross-encoder performance averaged across test groups. LF represents the pretrained Longformer model.

Level 1 Cleaning Level 2 Cleaning Level 3 Cleaning

Oracle (n = 115) Google (n = 110) Oracle (n = 89) Google (n = 76) Oracle (n = 76) Google (n = 61)

BERT RoBERTa LF BERT RoBERTa LF BERT RoBERTa LF BERT RoBERTa LF BERT RoBERTa LF BERT RoBERTa LF

IOU .526 .448 .457 .353 .383 .281 .596 .585 .525 .537 .530 .374 .664 .683 .608 .635 .645 .399
Acc. .496 .426 .426 .309 .336 .255 .562 .573 .494 .526 .500 .355 .640 .671 .573 .607 .607 .377
Top-3 .609 .557 .557 .427 .464 .391 .730 .798 .742 .737 .697 .597 .773 .829 .773 .787 .738 .607

Table 2: Cosine similarity performance with heuristic pruning. LF represents the pretrained Longformer model.

Level 1 Cleaning Level 2 Cleaning Level 3 Cleaning

Oracle (n = 115) Google (n = 110) Oracle (n = 89) Google (n = 76) Oracle (n = 76) Google (n = 61)

BERT RoBERTa LF BERT RoBERTa LF BERT RoBERTa LF BERT RoBERTa LF BERT RoBERTa LF BERT RoBERTa LF

IOU .419 .229 .296 .164 .036 .167 .505 .284 .379 .232 .052 .230 .570 .337 .415 .281 .057 .270
Acc. .374 .200 .278 .144 .027 .162 .472 .258 .359 .210 .039 .223 .547 .307 .400 .262 .049 .262
Top-3 .514 .356 .417 .198 .081 .252 .651 .461 .528 .276 .118 .355 .747 .520 .587 .344 .147 .409

Table 3: Cosine similarity performance without heuristic pruning.

Level 1 Cleaning Level 2 Cleaning Level 3 Cleaning

Oracle (n = 115) Google (n = 110) Oracle (n = 89) Google (n = 76) Oracle (n = 76) Google (n = 61)

BERT RoBERTa LF BERT RoBERTa LF BERT RoBERTa LF BERT RoBERTa LF BERT RoBERTa LF BERT RoBERTa LF

IOU .137 .189 .067 .042 .031 .036 .169 .232 .076 .062 .046 .046 .200 .269 .063 .069 .049 .042
Acc. .113 .148 .060 .036 .027 .027 .146 .191 .067 .053 .039 .039 .173 .227 .053 .065 .049 .033
Top-3 .191 .217 .122 .072 .045 .063 .247 .281 .124 .105 .066 .092 .293 .307 .107 .131 .082 .082

without heuristic pruning of the candidate propositions. All
results are given in Tables 1–3.

The different segmentation and transcription methods and
different levels of data cleaning result in different numbers of
utterances across the entire dataset in different experimental
conditions. These are given as the values of n in Tables 1–3.

Comparison of data cleaning strategies. As expected,
with increased levels of data cleaning, we see a trend of
improving performance across all extraction strategies, lan-
guage models, and transcription methods. A larger increase
in performance is observed when comparing cosine similarity
with pruning to cosine similarity without it, as the pruning
strategy especially targets the high proportion of negative
matches for a given utterance. Increased cleaning also comes
at the cost of fewer samples to evaluate on.

Comparison of extraction methods. The cross-encoder
consistently outperforms the cosine similarity baseline across
all three metrics. Comparing Table 1 to Table 2 shows
that the cross-encoder outperforms the cosine baseline (with
heuristic pruning) by at least .2 IOU on average. On the
other hand, with a metric that does not reward partial se-
lection, like traditional accuracy, the cross-encoder outper-
forms the cosine baseline by at least 40%, on average, al-
though the absolute scores are typically lower than the more
lenient IOU metric.

Comparison of transcription methods. As expected, us-
ing automatic transcriptions of the speech leads to a con-
sistent degradation in performance, as automated segmen-
tation and transcription may incorrectly conflate two over-

lapping utterances from different people, or leave out or in-
sert words, where such errors are expected to be minimized
by careful human annotators. However, this degradation
can sometimes be quite small, especially at higher levels of
data cleaning, when using the cross-encoder, and the BERT
or RoBERTa models. For instance, when using the cross-
encoder, the accuracy using BERT embeddings of Google
transcriptions increases from 30.9% at data cleaning Level 1
(least stringent) to 60.7% at Level 3 (most stringent), while
when using cosine similarity with pruning, accuracy only
increases from 14.4% to 26.2%.

Comparison of language models. Using embeddings from
BERT typically achieves the best performance, but the per-
formance gap with RoBERTa embeddings is usually quite
small especially for the cross-encoder. Both of these models
significantly outperform the Longformer model. This may
seem surprising at first because the Longformer model is
a standard in the coreference approaches we adapted the
cross-encoder from, but the Longformer model is optimized
to handle large inputs such as entire documents, and in fact
appears to underperform on the short utterance transcrip-
tions we use here. For instance, the average length of Oracle
utterances in the dataset after Level 1 data cleaning is 45.12
words (σ = 33.34), and the shorter context window of BERT
or RoBERTa may be better equipped to handle these than
Longformer, with a context length of 4,096 tokens.

Across all levels of data cleaning, the performance difference
between the cross-encoder and cosine similarity is minimized
when using BERT. For instance, the cosine similarity with
the pruning method’s IOU score is only .1 behind the cross-
encoder when both use the BERT encoder. On the other
hand, the difference in IOU performance between the two
methods when using the Longformer model is around ≈.14
IOU when averaged across all levels of cleaning and across



the Oracle and Google transcripts. Since BERT’s [CLS] to-
ken captures the outcome of the next sentence prediction
pretraining objective (which RoBERTa or Longformer do
not use), and since the cosine similarity method uses this
token as the provenance token for classification, it is possible
that cosine similarity with this BERT token better captures
the innate sequential coherence in the utterances than the
other base models.

Moreover, the parameters of pre-trained LMs like BERT are
learned in a self-supervised way to reflect human-created
data such as Wikipedia [11]. Therefore, the cosine similarity
baseline, which undergoes no further fine-tuning and thereby
retains its original distribution, performs comparatively bet-
ter on human-labeled utterances compared to the automated
Google transcripts. On the other hand, the lower perfor-
mance drop for the cross-encoder, especially for stricter prun-
ing strategies compared to more lenient ones suggests that
this method, though robust to various levels of candidate
sampling, still necessitates a trade-off between sampling cost
and performance, especially in real-life applications where
automated transcripts are more likely to be seen at infer-
ence.

In general, the above trends suggest that supervised training
with cross-attentional signals is crucial for consistent per-
formance in the proposition extraction task, as revealed by
the performance difference across various levels of cleaning,
models, and whether utterances are transcribed by humans
or automatically. While the cosine baseline is a relatively
low-cost procedure since we only need to run one pass to
compute the pairwise similarities, the cross-encoder frame-
work is more generalizable and better performing across do-
main shifts (Google vs. Oracle utterances), especially for
tasks like proposition retrieval from unstructured interac-
tions. More importantly, compared to the cosine-similarity
method that requires a full n2 squared pairwise computa-
tions at inference, the cross-encoder operates at a linear
complexity (n ∗ k) as long as k ≪ n, since the same en-
coder sequentially prunes all but the top-k highest scoring
candidates to make its decisions. This is important for such
retrieval systems at scale.

6. DISCUSSION
Figs. 4 and 5 show IOU and top-3 accuracy results from the
test samples of each group, at Level 1 (most lenient) data
cleaning, using BERT embeddings. The plots compare per-
formance using Oracle vs. Google utterances and compare
the cross-encoder to cosine similarity with heuristic candi-
date pruning.

We can see that cross-encoder performance on Group 7 is
nearly identical regardless of which transcription method
was used. This is likely because Group 7’s utterances used
mainly simple propositions of the form <color> <relation>
<weight>. These instances are easy to extract from the
transcripts, and the automated transcripts are likely of high-
fidelity.

We can see in Fig. 4 that Group 4’s IOU drops significantly
when comparing cosine similarity’s performance over Oracle
transcriptions vs. over Google transcriptions. While explor-
ing the samples from this group, several issues were noted.

We found eight utterances in the Oracle data and only seven
in the Google data, meaning that one of the utterances was
completely missed by Google ASR. This utterance happened
to be very straightforward and easy for the cosine method to
classify. The Oracle transcript is simply “blue ten.” Another
issue, again due to the segmentation, is Google ASR may
merge two utterances. This highlights a limitation of ASR
models, where some additional context may needed to know
when a speaker has moved to another sentence. Obviously,
the main difference between using the different transcription
methods is the transcripts themselves. One instance from
Group 4 states “easy green block twenty cause ...” whereas
Google ASR transcribed the utterance as“okay e green block
red block 10 ...”. These results highlight certain issues that
should be considered when deploying such an information
extraction system over the outputs of an ASR system, as
may be required in classroom environments.

6.1 Error Analysis
As the cross-encoder is consistently the best-performing ex-
traction method, examining samples it gets wrong is infor-
mative. One such example is the utterance “green block one
probably twenty ten ten twenty”. The correct proposition is
blue = 10 ∧ green = 20 ∧ red = 10. The annotators have
access to the video and can see that when saying “ten ten
twenty,” the speaker is actually pointing to the blue block,
then the red block, then the green block. This information
is not available through the textual medium alone.

Top-k Errors. In order to compare our two extraction meth-
ods, we carried out a detailed analysis of candidate proposi-
tions that were ranked similarly, based on their cross-encoder
scores or cosine similarities. On average, at Level 1 (most
lenient) data cleaning, the cross-encoder performs compara-
tively better at ranking the correct propositions in the top 5.
For instance, the cross-encoder ranks 8 and 21 correct propo-
sitions higher than the cosine similarity method, for Google
and Oracle transcripts respectively. The cosine similarity
method ranks 1 (Google) and 11 (Oracle) correct proposi-
tions higher. On the other hand, there were at least 14
Google utterance transcripts and 37 Oracle utterance tran-
scripts where both the extraction methods performed equiv-
alently.

Qualitative Analysis. On average, simpler utterances that
contain a reference to only one color and/or weight are cor-
rectly retrieved by both the cross-encoder and cosine sim-
ilarity. For instance, “I tell red cube ten grams” (correct
proposition red = 10) and “green twenty” (green = 20).
More interestingly, the cross-encoder seems to retrieve ut-
terances with ambiguous context without a direct reference
to color or with multiple colors more effectively than the
cosine similarity method. For example, “Fifty I” (yellow =
50) and “green block twenty red block, blue block ten ten”
(blue = 10∧green = 20∧red = 10). This is likely due to the
cross-encoder’s cross-attention based signals that are being
sourced from the entire utterance in the context of the candi-
date proposition. This was previously observed in [5] where
modeling global signals in parallel with local features led to
an overall increase in coreference resolution performance.



Figure 4: Group-wise IOU at Level 1 (the least restrictive) data cleaning using BERT. Performance with Oracle transcriptions
is given on the left and performance with Google transcriptions is given on the right.

Figure 5: Group-wise top-3 accuracy at the Level 1 (the least restrictive) data cleaning using BERT. Performance with Oracle
transcriptions is given on the left and performance with Google transcriptions is given on the right.

7. LIMITATIONS
With the data cleaning procedures comes an inevitable loss
of several utterances. The result is a small dataset, ranging
from dozens to slightly over 100 utterances, depending on
the level of data cleaning.

Errors in the automated transcripts can adversely affect the
efficacy of the candidate pruning process, since there are er-
rors in the way it transcribes the colors and weights. For
example, Google transcribes an utterance as “blue block ’s
obviously time”, when clearly “time” should have been tran-
scribed as “10”. This has an impact on the pruning for can-
didate propositions since pruning of candidates relative to
this transcription will look for all propositions that mention
“blue” instead of “blue” and “10”.

The heuristic pruning of candidate propositions has a large
effect on the performance as seen in the performance of co-
sine similarity with and without pruning. Pruning signifi-
cantly reduces the search space and can be partially cred-
ited with a lot of performance improvement, including that
of the cross-encoder, since pruning is baked into the method
to maintain a more balanced sample distribution for training
and to keep the test data resembling the distribution of the

training data. However, the pruning methodologies must be
adapted to the nature of the propositions in the task and so
is not automatically generalizable.

Finally, participants in the Weights Task Dataset consented
to recording and analysis via third-party tools, such as Google
ASR, for research purposes. To protect student privacy, a
real classroom implementation would need to use a local or
custom model to avoid the ethical implications of sending
student data to a private company’s servers.

8. CONCLUSIONS
In this paper, we have defined and explored the complex
problem of automatically identifying propositional content
from transcriptions of natural speech in a collaborative task.
Automated propositional extraction from speech serves a
number of important educational purposes. For example,
tracking the assertion of propositions over time indicates
how students are/are not discussing key concepts relevant to
the task, which in turn indicates the construction of shared
knowledge [35].

The Weights Task data presents many challenges, from over-
lapping speech to incomplete sentences, and we have evalu-



ated a suite of transformer-based language models based on
two different methodological frameworks: a cosine similarity
baseline vs. a cross-encoder. Our experiments present a fea-
sible method for performing the extraction of task-relevant
propositions by building upon publicly-available language
models and pairwise representation learning techniques. Ad-
ditionally, our best performing methods particularly the cross-
encoding framework show a narrow performance gap when
operating over automated transcriptions when compared to
human “Oracle” transcriptions, suggesting a feasible path
forward toward fully automating such a system in a live en-
vironment. A clear application in a classroom is in a system
that models the shared knowledge of a group toward the task
goal, and might be a component of an AI agent who assists
small groups in collaborative problem solving (CPS) [13].

In order to generalize to other domains, we need only an
inventory of task-relevant propositions, which can be enu-
merated deterministically as in Sec. 4. Ground-truth anno-
tation is needed for cross-encoder training, but our success
on a small amount of data demonstrates the small amount
of needed annotation.

9. FUTURE WORK
Our work in this paper has been conducted over transcrip-
tion of speech only, however in a multimodal dataset, mul-
timodal features play a significant role in interpreting the
dialogue and discourse. Therefore the addition of multi-
modal features such as gestures, actions, or detected objects
in video have the potential to significantly improve perfor-
mance.

The dense paraphrasing procedure (Section 3.1) is one way
of enriching the textual channel with information from other
channels. This is partially automated already, but full au-
tomation would represent another step toward a live deploy-
able system. This would involve focusing on multimodal
anaphora decontextualization, where the goal is to disam-
biguate pronouns by associating them with specific refer-
ents in video segments, involves identifying pronouns and
their antecedents, and linking these antecedents to visual
elements in a video. This would require minimally the fol-
lowing steps: Coreference resolution on pronouns and entity
referents, which could use a similar cross-encoder architec-
ture as we use herein; pronoun identification and semantic
analysis; paraphrasing pronouns with entity referents based
on the context provided by overlapping objects and actions
in the utterances; video analysis for referent identification,
such as object detection and recognition.

Some technical improvements to things like segmentation,
such as through advanced speaker diarization [27] would also
alleviate some of the difficulties caused by automated tran-
scripts. Customizations to the cross-encoder training, such
as through the inclusion of a contrastive loss or with a set of
challenging negative pairs (a la [6] or [16]) could assist with
smarter pruning strategies. The addition of global features,
such as by modeling utterances as the proposition level could
also be a step toward an end-to-end model—potentially one
that does not require the use of predefined heuristics.

Finally, applying our methods to another dataset, such as
the Wason DeliData [22], will provide further insights into

the robustness of our methods decoupled from a specific
task, and will further demonstrate the feasibility of deploy-
ing such a system in real collaborative and classroom envi-
ronments.
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