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ABSTRACT
This study examines log data from proctored examinations
from two classes offered as part of a large online graduate
program in computer science. In these two classes, students
are permitted to access any internet content during their
exams, which themselves have remained largely unchanged
over the last several semesters. As a result, when Chat-
GPT and other more sophisticated chatbots arrived in 2022,
students were permitted to begin using these tools during
their exams. Proctoring tools used during these examina-
tions capture what internet resources are used. This study
mines these data regarding what resources use during exam-
inations and evaluates whether access to more sophisticated
AI tools has had a notable impact on student performance,
as well as how they use these tools. This study also exam-
ines what other resources students access, providing insights
into the need for localization and accessibility technologies.
Ultimately, this study finds that there is at present no strong
data to indicate that using AI during these examinations has

improved student performance: grades among students who
use AI are approximately the same as those among students
who do not, and the overall class average on these tests has
not changed since the pre-ChatGPT era.
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1. INTRODUCTION
The rapid rise—at least from the perspective of the general
public—of generative AI tools like ChatGPT has left many
educators in a quandary over the best way to respond to the
emergence of these new tools. Some have been quick to gen-
erally categorize undisclosed use of generative AI as a form
of plagiarism or academic misconduct [9, 39]. Others have
taken a more measured approach, acknowledging the risks
that generative AI poses while still exploring ways to use it
as a productive tool in education [4, 51, 66]. Embedded in
this discourse is an implicit question: on an imaginary spec-
trum from contract cheating [18, 25, 26, 46] to calculators
[29, 41], where does generative AI lie [34, 69]?

There are numerous challenges to answering this question.
While contract cheating and the use of calculators in math-
ematics both had decades of time to develop, generative AI
emerged rapidly, building on the existing ubiquity of the in-
ternet and smart devices to immediately land in the hands
of billions of people worldwide. As such, educators have not
had the long timescale to carefully examine how students
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use these new tools and to thoughtfully assess whether they
are being used as a partner for learning or as a substitute
for it. Understanding the way in which students—absent
any strong guidance or limitations—use generative AI tools
in educational contexts is crucial to informing policies and
instructions on effective use.

This investigation must be conducted across numerous dif-
ferent levels, subjects, and types of assessment, as generative
AI’s potential differs from context to context. Toward that
end, in this work we investigate its use in one such con-
text: during exams in two graduate-level computer science
courses. Exams in these courses are notable because stu-
dents are permitted to use any resources except for interact-
ing with other people while completing the exam; as such,
they are allowed to use ChatGPT and other conversational
and generative AI tools during the exam. At the same time,
the exams’ proctoring tools can keep a log of what resources
students access during the exams, allowing teachers and re-
searchers to investigate how and to what extent students are
using these tools when permitted to do so.

In this study, we mine the resources students access during
these exams. Using this dataset, we perform three studies.

1. First, we quantitatively evaluate the extent to which
students use generative AI tools on these exams and
connect these usage statistics to exam performance
data. Understanding whether students are accessing
a major advantage by leveraging AI tools may provide
crucial insights into their acceptability in education.

2. Second, we qualitatively investigate how students use
these generative AI tools: are they using them to con-
firm their existing answers? To fill in the gaps on areas
on which they are unsure? To complete the exam in
its entirety with little to no knowledge of their own?

3. Third, because of the easy access to this data granted
by this initial mining exercise, we further investigate
what other resources students often use during these
exams. Although tangential to the core question of
AI usage, this investigation provides some additional
general insights, such as on the relative importance of
translation software for students for whom English is
not their first language.

2. RELATED WORK
This work exists at the intersection of three broad trends in
digital education: digitally proctored examinations, human-
AI collaboration, and AI in education. We give background
to each of these three below.

2.1 Digital Proctoring
Ensuring academic integrity has long been a challenge for
distance education. Prior to the rise of digital and online ed-
ucation, testing centers were regularly used where students
would go to a central location where a human proctor would
deliver the tests to students and ensure the student was abid-
ing by exam rules [27]. The rise of the internet drove an
increased interest in distance education as new technologies
made delivering instruction and assessment more scalable

and feasible. However, concerns over integrity remained,
motivating the rise of digital proctoring efforts.

Digital proctoring in general uses technologies already owned
by the typical online learner—a webcam, a microphone, a
computer capable of screen capture, and access to high-
speed internet—to remotely monitor the student’s testing
environment and assess whether they are following test rules.
Early efforts toward digital proctoring essentially recreated
the live testing experience by having a human proctor watch
remotely in realtime [37, 61]; this approach was also com-
mon during the early days of the COVID-19 pandemic [53,
43, 54]. This arrangement, however, required students to
schedule their exams in advance and required significant ad-
vance notice to arrange adequate proctoring support, pre-
senting a challenge to scale. Additionally, faculty and in-
tegrity officers were forced to rely on written reports from
human proctors unaffiliated with their institution without
any reviewable evidence.

These weaknesses gave rise to what is now recognized as the
more common form of digital proctoring. Most modern dig-
ital proctoring tools—like Honorlock, Proctortrack, Proc-
torU, and Examity—use students’ own devices to record
their exam sessions, often including capturing the student’s
face and voice via their webcam and their screen via screen-
capture [50, 5, 6]. These recordings are then funneled through
computer vision algorithms and other AI models to automat-
ically flag instances of suspicious behavior. These instances
are then reviewed by humans—either employed by the proc-
toring company or associated with the class—to determine
which represent legitimate misconduct.

The invasiveness of digital proctoring has sparked a push-
back from students, faculty, administrators, and politicians
alike [8, 19, 28, 40, 45, 65, 67]. Others have referred to dig-
ital proctoring as a necessary evil [42, 64] and even found
that some students appreciate these tools’ role in safeguard-
ing the value of their degree [14]. Some even note the role
these tools can play in improving pedagogy: they can al-
low teachers to use synchronous, collocated classroom time
for more valuable learning activities than using this time on
independent assessment [7], or they could be used as the
foundation of systems for reacting to students’ affect to tai-
lor the instructional experience [12, 57, 71].

The question of when and whether digital proctoring is ap-
propriate in a given situation is a complicated question in-
volving numerous trade-offs. However, one advantage it can
give is allowing teachers to develop a greater understand-
ing of how their students approach tests. Access to digital
proctoring may give teachers the confidence to allow stu-
dents to use resources or engage in behaviors they fear might
be misused because they can monitor those behaviors and
adjust accordingly; without this safeguard, they may sim-
ply prohibit those behaviors from the outset. This research
builds on a similar benefit of access to digital proctoring
data: while the default reaction to the rise of generative AI
might be to get rid of open-book tests and access to web-
based materials during assessments, digital proctoring can
allow teachers and researchers to understand how students
are using these tools prior to making any strong decisions.



2.2 Human-AI Collaboration
By allowing access to AI assistance during exams, tests in
these classes are connecting to the rich and growing litera-
ture on human-AI collaboration. Students using AI assis-
tants while taking these tests can be seen in some ways as
members of a distributed system comprising themselves and
an AI agent, and the test pivots to being an assessment of
that entire system’s ability to demonstrate knowledge [10,
17, 30, 49, 72]. In the context of education, the crucial ques-
tion here becomes what we expect the system comprised of
the student and the AI as a whole to be able to accomplish,
and what we expect the student to be able to accomplish
independently.

Answers to this question are ever-evolving. After all, today
it would be unusual to propose prohibiting students in ad-
vanced math classes from using calculators or to students in
upper-level writing classes from using word processors and
spellcheck. Assessment and technology co-evolve over time,
and we may expect to see the question of student collabo-
ration with AI follow the same trajectory [34]. Toward that
end, we can borrow from the rich literature on human-AI
collaboration to begin to form ideas of what productive col-
laboration looks like and how to assess it.

2.3 AI in Education
This broader take on the role of AI in education ties into
other recent developments in the field, many spawned by the
sudden arrival of ChatGPT and similar conversational AI
frameworks. The release of these tools sparked a firestorm
of rapid research on the role of these new tools in learning
[1, 16, 24, 44, 47, 48, 56, 58].

Aside from these broad meta-analysis, position papers, and
thought experiments, some of the more nuanced investiga-
tions have sought to understand how tools like ChatGPT
can be used in particular tasks or for particular purposes.
Wang et al. [70] looks to see if ChatGPT can automati-
cally and scalably annotate data for reserach purposes or
for teacher development. Phung et al. [55] looks at how
these tools can generate feedback on programming syntax.
Other work has looked at how tools like ChatGPT can act
as a tutor [3, 21, 59]. These research directions in AI in edu-
cation are perhaps closest to what we are investigating here:
how tools like ChatGPT can act as an assistant to students
in achieving their goals [62].

3. RESEARCH CONTEXT
As noted in the introduction to this paper, analyses of the
use of ChatGPT and similar tools in education must take
place in many different contexts, including at different lev-
els, in different fields, and on different types of assessments.
This particular research closely examines one such context:
open-internet proctored multiple choice tests in two online
graduate-level computer science classes.

This context is notable because students enrolling in this
program are typically quite technically-savvy: one of the
classes under investigation here is itself an artificial intelli-
gence class, and by virtue of entering the program students
have demonstrated a high technical aptitude and implicit
interest in these emerging technologies. At the same time,
research has found that students in programs like these—

adult learners needing the flexibility to complete studies
alongside professional and family obligations—tend to be
primarily motivated by learning itself rather than by exter-
nal factors [13], and so they may be less likely to engage
in using AI to replace rather than augment learning. At
the same time, these students tend to be balancing a wider
variety of commitments, which may more quickly lead to
desperate reliance on AI assistance [2, 11, 60].

3.1 Program Context
The program in which these two courses are offered is a
graduate-level program in computer science offered entirely
online and asynchronously. The university offering this pro-
gram follows a semester system, with three semesters—Spring,
Summer, and Fall—each year. The Summer semester is 12
weeks long, while Spring and Fall are each 17 weeks. A
handful of details of the program are relevant to this study:

• Affordability: The program is priced at approximately
$6500 for the entire degree, $540 per class plus student
fees each semester. That, coupled with the program’s
remote and asynchronous nature, means most students
do not have as high a financial investment in their
success than students in traditional programs.

• Inclusivity: The program accepts any student that it
feels has a chance of succeeding, and errs on the side of
including students who have the potential to graduate.
As such, the program has a higher number of students
with weaker prior knowledge than traditional, selective
programs. This factor is by design, but may affect the
study’s observations.

• Size: The program is very large—13,330 students en-
rolled in Spring 2024. In addition to leading to a
greater variety of backgrounds and levels of prior prepa-
ration, this size also means that insider information
tends to travel fast. Suggestions for using tools effec-
tively (or at times, circumventing rules without getting
caught) tend to spread among students quickly.

• Online and Asynchronous: As an online, asynchronous
program, students are accustomed to having access
to sophisticated tools—including new AI tools—while
studying and completing assessments. This greater
comfort with these tools likely leads to an increased
willingness to try them out during high-stakes timed
assessments.

There are other notable details about the program, but these
four factors intersect most strongly with this study’s re-
search questions. This study examines students with higher
than average technical aptitude and comfort using these
tools, operating in a program with less financial risk at-
tached to failure, and structured in a way that allows advice
on tool usage to propagate more quickly across students.
More background on prior work in the context of this and
similar programs can be found in prior literature, including
the structure of these programs’ assessments [15, 20], the
nature of these programs’ processes and workflows [31, 32,
33, 38, 68], these programs’ historical approach to academic
integrity [25], and the role of these programs in increasing
access to education [22, 23, 35, 36, 52].



Table 1: Enrollment per class during this study

Spring 2023 Summer 2023 Fall 2023

Class 1 554 443 813
Class 2 457 276 604

3.2 Course Context
This study examines proctored exams within two classes.
These two classes are taught by the same instructor, and
their exams are structured similarly: each exam contains
some number of multiple choice questions, each with multi-
ple right answers. Students are graded on how many answers
they correctly mark as well as correctly leave unmarked, ef-
fectively pivoting the exam into being graded as a series of
110 to 150 true/false questions.

The two classes—henceforth referred to as Class 1 and Class
2—are rather large each semester. Table 1 shows enrollment
in these classes during the time period covered by this study.
These enrollment numbers are relatively consistent with ear-
lier semesters as well.

In each class, students complete two proctored tests. Tests
in Class 1 are each worth 15% of students’ grades; tests in
Class 2 are each worth 10%. Tests in Class 1 consist of 30
multiple choice questions each with 5 options, graded out
of 150 total possible points; tests in Class 2 consist of 22
questions each with 5 options, graded out of 110 total pos-
sible points. Students can launch each test at any time that
it is open; once launched, they have two hours to complete
tests in Class 1 and 90 minutes to complete tests in Class 2.
With the exception of the last three questions on Test 2 in
Class 1 (which are updated each year to reflect more recent
readings), tests in these classes have remained unchanged
over the last several semesters, allowing us to analyze these
data as a sort of quasi-experiment. Figure 1 shows the grade
trajectory over time; ChatGPT was released while Test 2 of
Fall 2022 was open, and the vertical line indicates grades
released since ChatGPT’s widespread availability. The data
does not indicate a systematic increase in scores since Chat-
GPT became available.

Each class generally leaves its tests open all semester long,
though the vast majority of students take the test within
one week of the deadline. Answer keys are not shared af-
ter grades are calculated; instead, students are given a cu-
rated list of feedback based on the questions they got wrong.
While the exams allow students to access any web-based
resources on the device on which they are completing the
exam, a handful of features are disabled: students cannot
copy and paste, take screenshots, or print exam content, and
they are prohibited from using any device other than the one
on which they are completing the exam. These rules provide
us some confidence that any use of generative AI during the
exams would be captured by the proctoring tool.

3.3 Initial Data Mining
The proctoring system that the program uses has a feature
to capture what internet resources are accessed even when
students are permitted to access them. This feature was
enabled for a subset of the semesters under analysis in this

Figure 1: Average exam grades over time for the two classes
and two tests. Class 1’s tests (the top lines) are graded out
of 150 points; Class 2’s tests are graded out of 110. The
black vertical line indicates when ChatGPT was released to
the public.

study. Once captured, the proctoring tool presents reviewers
with a dashboard of exam sessions, each including a video of
the student completing the exam, a screen recording of their
exam session, and a list of “flags” associated with the ses-
sion. “External Resource Accessed” is one such flag; for each
“External Resource Accessed” flag, a URL of the resource is
provided along with a timestamp of when the resource was
accessed.

To begin this analysis, we constructed a data scraper in
Python that accesses a list of exam sessions, and then from
each exam session, mines the URLs that were accessed dur-
ing that exam session. These data are then compiled into
a JSON file connecting a user ID for each exam session to
a list of URLs accessed during that session. These user IDs
could then be connected to gradebook data for to search for
connections between resource usage and exam performance.

4. ANALYSIS 1: RATE OF AI USAGE DUR-
ING EXAMS

Analysis 1 seeks to understand the extent to which students
use tools like ChatGPT during exams, as well as the extent
to which such usage appears to have a significant impact
on their performance. This impact could take on multiple
forms: it might be the case that students who use ChatGPT
outperform those who do not, while it could also be the case
that students who use ChatGPT underperform relative to
their classmates—not because ChatGPT harms their perfor-
mance, but because underperforming students may be more
likely to use it anyway.

4.1 Methodology
The initial cataloged data provide information about each
exam session including the scores and the list of domain
URLs accessed by each student. These data served as input
to a script used to classify each of the domains as AI or not
AI. The following domains were identified for AI usage by



Table 2: AI use per class and exam during this study

Summer 2023 Fall 2023

Class 1
Exam 1 17.53%
Exam 2 22.81%

Class 2
Exam 1 6.4% 21.3%
Exam 2 7.2% 33.9%

students: openai, bard, jasper, perplexity, koala, consensus,
semanticscholar, claude.ai, hellovaia, chatpdf, pdf.ai, deepai,
and botpenguin. Based on these domains, we assign a new
column to the data with a boolean variable to indicate if
the student had accessed a generative AI tool (True) or not
(False). Classifying the domains and establishing the usage
of AI for each student allow us to perform multiple analyses
to compare the AI usage with the scores data. Analysis 1 is
divided into two sub-analyses.

The first sub-analysis focuses on comparing two groups of
students: those who used AI versus those who did not use
AI on each exam. We calculate the fraction of students who
used AI on each exam to determine how the usage changed
as the courses progressed. For each group, we also calcu-
late metrics such as the average, minimum, maximum, and
median scores for each exam.

The second sub-analysis focuses on comparing the perfor-
mance of individual students who had used AI tools on some
exams but not on others. In this sub-analysis, we aim to
compare each student’s performance to themselves, examin-
ing if there was a difference in their score on average. We
exclude those who never used AI during any exam and those
who used AI during all the exams.

For this second sub-analysis, we select students who used AI
on exam 1 but not on exam 2 and those who used AI on exam
2 but not on exam 1. Then, the scores of these students are
grouped into two categories: scores when AI was used versus
scores when AI was not used. We compare their results
irrespective and also respective of the exam. The goal is to
evaluate whether there is, on average, a difference in exam
performance when students use AI versus when they do not.

4.2 Results
Table 2 shows the percentage of students accessing at least
one AI resource on an exam for Class 1 in Summer 2023, as
well as Class 2 in both Summer and Fall 2023. In Class 1,
the AI usage increased with statistical significance between
exam 1 and exam 2 during the Summer session (z = -1.823, p
= 0.034 with sample sizes of 389 on exam 1 and 378 on exam
2). In Class 2, the AI usage was particularly low during the
Summer session and a notable increase can be seen for the
Fall session. AI usage also increased between exam 1 and
exam 2 in both terms, although only the increase for Fall
2023 was statistically significant (z = -4.898, p < 0.001).

4.2.1 Class 1 Results
Table 3 shows the grade averages across both classes and
both exams, as well as across both semesters for Class 2
where exam resource detection was enabled in Fall 2023.
These grades are further split between students who did and
did not use AI during their exam session.

For sub-analysis 1, the median scores for both exams in Class
1 for Summer 2023 were nearly the same between students
using AI and those not using AI. While the averages are
close, we observe slight differences in the surrounding quar-
tiles: those who did not use AI see a broader range of scores,
as well as a larger interquartile range. We summarize this by
observing that the range of grades was narrower for students
using AI, but this narrower range was due to both a higher
minimum (and higher first quartile score) and a lower max-
imum (and lower third quartile score); there was no notable
impact on the median grade.

For sub-analysis 2, we observed that when individual stu-
dents used AI on one exam but not the other, irrespective
of the order of AI usage across the exams, the average score
remained nearly the same. Out of the students in Class
1, 92 were identified as using AI on one exam but not the
other. The average score for these students on the exam
where AI was used was 82.6%, compared to 81.6% where
AI was not used. Additionally, there does not seem to be a
significant difference in the minimum (AI Used: 67.3%, No
AI Used: 65.3%) and maximum (AI Used: 98.0%, No AI
Used: 96.0%) scores. On average, the exam performance of
individual students remained consistent when they used AI
for one exam but not the other.

We also analyzed the impact of AI usage on exam perfor-
mance, respective to each exam. 56 students did not use AI
on the first exam but used it on the second exam. These
students had average scores of 83.4% on exam 1 and 81.7%
on exam 2. These averages remain consistent with the class
averages (exam 1: 81.6%, exam 2: 82.7%). This suggests
that AI usage on the second exam did not significantly af-
fect their performance. Similarly, the 36 students who used
AI on the first exam but did not use it on the second exam
also showed minimal change in the average scores (exam 1:
81.3%, exam 2: 81.4%). This indicates that not using AI on
the second exam had little impact on their performance.

4.2.2 Class 2 Results
Table 3 also shows the statistics for Class 2 across both
exams and both Summer and Fall semesters, categorized by
students who used at least one AI resource on the exam and
students who did not use any AI resources.

For the most part, Class 2 follows the same overall pattern
as Class 1 across both exams and both semesters: on most
exams, the average score between students who use AI and
students who do not is approximately the same. The range,
however, is again far wider for students who do not use AI:
on both exams in both semesters, students who do not use
AI have a lower minimum grade and a higher maximum
grade than those who do.

Class 2 is different from Class 1 in one way, however: the
grade difference between students who did and did not use
AI on exam 2 is notably higher. The difference is not sta-
tistically significant, though it is interesting that while the
pairwise difference for all other exams ranges from 0.7% to
3.2%, exam 2 in Class 2 has two significantly higher values at
4.5% in Summer 2023 and 3.6% in Fall 2023. These results
can be seen in detail in Table 3 and Figure 2.



Table 3: Minimum, first quartile, median, third quartile, and maximum scores for each semester and class, divided between
students who did and did not use AI assistance. These data are further visualized in Figure 2.

Min Q1 Median Q3 Max
Class 1, Exam 1

Summer 2023
AI Used 62.7% 77.3% 81.3% 86.5% 92.0%

No AI Used 48.7% 76.2% 82.7% 88.0% 98.7%
Class 1, Exam 2

Summer 2023
AI Used 62.7% 76.7% 83.7% 88.8% 98.0%

No AI Used 49.3% 77.3% 83.7% 88.7% 97.3%
Class 2, Exam 1

Summer 2023
AI Used 70.0% 81.8% 83.6% 88.2% 92.7%

No AI Used 59.1% 79.5% 84.5% 89.1% 99.1%

Fall 2023
AI Used 65.5% 78.9% 83.2% 87.5% 93.6%

No AI Used 55.5% 80.0% 86.4% 89.1% 96.4%
Class 2, Exam 2

Summer 2023
AI Used 65.5% 72.3% 78.2% 81.4% 83.6%

No AI Used 49.1% 77.3% 82.7% 86.4% 95.5%

Fall 2023
AI Used 52.7% 73.6% 79.1% 84.5% 92.7%

No AI Used 46.4% 77.5% 82.7% 88.2% 96.4%

For sub-analysis 2 within Class 2, students who used AI on
one exam but not the other, irrespective of the exam, had
similar overall exam averages across the two exams. For
Summer 2023, the overall average of the exams where AI
was used was 78.3% and the overall average of the exam
where AI was not used was 80.5%. For Fall 2023, the overall
average of the exams where AI had been used was 79.7%
and the overall average of the exam where AI had not been
used was 80.9%.

We also observe in Class 2 that students who did not use
AI on the first exam but used it on the second exam had
lower average scores on exam 1 compared to the overall class
average for exam 1. Their average scores for exam 2 also
remained lower than the overall class average. The usage of
AI on the second exam did not seem to improve the average
scores. The group of students who used AI on exam 1 but
not on exam 2 had an average exam 1 score slightly below
the overall class average, but their average scores for Exam
2, where AI was not used, were closer to the overall class
average. The lack of usage of AI on the second exam did
not seem to hinder the average scores.

4.3 Discussion
Taken as a whole, these data suggest that using AI did not
provide an advantage on these tests. Average scores were
roughly the same between AI-users and AI non-users, al-
though AI users saw a smaller range of scores, featuring
both a smaller range from minimum to maximum score and
a smaller interquartile range. This observation remained
relatively stable across six exams.

Of course, that observation as a whole might not mean that
AI did not grant an advantage: it could have been the case
that AI allowed students who would have underperformed
to improve to the level of the class average. If that were the
case, however, we would expect that trend to manifest in
other ways. For one, we would expect the overall class av-
erage to improve if otherwise low-performing students were
systematically improving; Figure 1 indicates that is not the
case. Second, among those students who use AI on one exam

but not the other, we would expect their grade on the exam
in which they used AI to be higher; it is not, however.

There may be other reasons why using AI during these ex-
ams may grant an advantage. However, there does not ap-
pear to be evidence that the most likely outcomes of AI
giving students an advantage—either improving their score
overall, or preferentially improving scores for otherwise un-
derperforming students—are occurring.

5. ANALYSIS 2: STUDENT STRATEGIES
FOR AI USAGE

While the proctoring system recorded the resources students
accessed during their exams, the system does not automati-
cally provide an account of how students used the resources.
For AI resources in particular, while we can systematically
measure the extent to which students accessed these re-
sources and correlate that to their overall grades, this anal-
ysis alone does not shed light on how students are engaging
with these tools. To get an understanding of students’ be-
havior it is crucial to review the screen recordings alongside
the list of URLs accessed. This allows for an analysis of
the sequence of actions taken by students and the context
in which these actions occurred.

Fortunately for this research question (although privacy con-
cerns regarding digital proctoring remain [14]), the proctor-
ing interface also captures recordings of students’ exam ses-
sions, including a recording of their screen. In this way, we
can investigate how resources are being used: are students
copying exam questions into these tools in their entirety, or
using them for targeted questioning? Are they getting an-
swers from AI, or asking AI to confirm their earlier guesses?
Are they using AI as a first option or a last resort? In
this second analysis, we review the exam session recordings
themselves to uncover the specific ways that students uti-
lized AI during their exams.

In our review, we noted and analyzed how students used AI
during their exams to answer exam questions. This includes



Figure 2: Box plots of the data represented in Table 3. The horizontal axis represents the percentage of questions answered
correctly. Black lines represent the median score among students on the given exam in the given category. Plots labeled ’AI’
summarize students who used an identified AI tool on their exam; plots labeled ’No AI’ summarize students who did not use an
identified AI tool on their exam.

recording the circumstances in which AI is applied including
the kind of inquiry being addressed and the characteristics
of the AI tool utilized such as identifying whether students
first refer to lecture slides or other course materials before
turning to AI for assistance.

5.1 Methodology
Using the data mined from Summer 2023 for both classes, we
identified students who were flagged as using AI. We then
selected 22 sessions for manual review: two from Exam 1
in Class 1, five from Exam 2 in Class 1, and fifteen from
Exam 2 in Class 2. These selections were driven by mul-
tiple constraints: first, permissions to access exam sessions
are heavily restricted for privacy protection, and only one
researcher with access to exams in Class 1 was available to
review, limiting the number of reviewed sessions. Second,
exam sessions expire six months after the exam deadline,
and this analysis began right as the six-month window ended
for Exam 1 in both classes; thus, only Exam 2 could be used
in Class 2. Third, fifteen exams for Class 2 comprised all the
flagged exams for Exam 2. Of these 22 sessions, the video
was corrupted for two sessions and could not be reviewed.
Thus, 20 sessions were reviewed, ranging in duration from
90 to 120 minutes. For 17 of these sessions, the AI tool that
was flagged was ChatGPT; 6 of these were ChatGPT Plus
subscribers. The remaining three sessions accessed Semantic
Scholar during their test.

While the proctoring program did record the URLs that
were accessed during the exams, it did not record every time

the URL was used. Due to this limitation with the proctor-
ing program, we reviewed the entire duration of each screen
capture recording to identify each instance where AI was
used during the exam. We notated how students used AI
and what they used AI for during their exams. After re-
viewing all assigned recordings, we analyzed the notes taken
during each recording for any themes or notable insights. We
are particularly interested in identifying common patterns or
trends in the approach to using AI tools in answering exam
questions.

5.2 Results
After reviewing the notes taken on these sessions, we identi-
fied two different ways in which we could categorize AI usage
during exams: by how quickly the student resorted to using
AI (“Quickness to AI”) and by purpose or goal of AI usage
(“Function of AI”).

Quickness to AI usage refers to the extent to which students
treated AI as their first option or if they used it as needed.
Although this is a spectrum, we observed that it fairly evenly
broken down into three broad categories, which we refer to
as “AI First”, “AI Second”, and “No AI”. Function of AI
usage refers instead to how students were using AI; here we
identified two such patterns, which we refer to colloquially
as “Trust” and “But Verify”.

Interestingly, we did not observe instances of other hypoth-
esized approaches to using AI. We did not see instances of
students using AI to check their answers rather than to gen-



erate answers, nor did we see students using AI to help guide
them to other sources that might have exact answers. AI was
treated by these students as a direct assistant on the exam
questions, not an assistant with the content more broadly.
It is unclear if that is because this behavior was just ab-
sent from the sampled set of sessions, but if these behaviors
occur, they appear to be less common than the ones docu-
mented here.

In the following sections, we identify students by class and
student to track behavior across multiple categories.

5.2.1 Quickness to AI: AI First
Of the 20 sessions we evaluated, eight could be characterized
as the student adopting an “AI first” mindset, entering the
exam with the intent to use AI from the beginning.

In Class 1, two students used AI, specifically ChatGPT, to
attempt all exam questions. Early in the process of tak-
ing the exam, these students realized that they could not
copy the exam questions and paste them into ChatGPT as
right-clicking and copying was disabled by the proctoring
software. Due to this limitation, the students adapted and
used image-to-text software to convert images of the exam
into text that could be pasted into ChatGPT. In order to
get ChatGPT to properly answer the exam questions, both
the students fed information to ChatGPT.

Student A (from Class 1) first gave ChatGPT the rules of
the exam. Then, they gave ChatGPT what appeared to be
a copy of lectures notes and transcripts before having Chat-
GPT answer questions based on the lectures. The exam
also tested students on reading material from the course.
Initially, the student struggled to locate the reading ma-
terials from the course, but when they found the reading
material, the student uploaded the reading material to asky-
ourpdf.com and gave the link that the website generated to
ChatGPT. ChatGPT did provide answers to the questions
based on the readings, but the student did struggle to get
ChatGPT to understand some of the questions and papers.
The student used the answers ChatGPT provided to an-
swer all the questions, but they did attempt to answer one
question by themselves before eventually using the answer
ChatGPT provided. This student performed 8% below the
class average on the exam.

Student B (also from Class 1) had a similar experience to
the first student. They also gave ChatGPT test instruc-
tions, but they provided a list of the readings instead of
uploading the reading material to ChatGPT. Once the stu-
dent realized that they could not copy questions, they then
tried to print the test, which was unsuccessful, before taking
pictures of the test and using image-to-text software. The
student provided all the questions to ChatGPT and used
the answers it provided, but there were moments when the
student disagreed with ChatGPT. The exam was a multiple
choice exam where one to four answers could be correct. If
ChatGPT only said that one answer was correct, the stu-
dent would remind ChatGPT that more than one answer
was allowed. The student would also question ChatGPT.
The assumption is that the student felt like ChatGPT did
not provide a correct answer, but that cannot be defini-
tively determined based on the screen recording. Interest-

ingly, ChatGPT attempted to provide answers to questions
that the student had not given it. Despite these issues with
ChatGPT, the student used the answers provided by Chat-
GPT to answer the exam questions. This student scored
exactly the class average on the exam.

In Class 2, six total students used ChatGPT throughout the
entire exam. Three of these students (Students C, D, E) en-
tered exact exam questions into ChatGPT and submitted
its exact answers; the other three (Students F, G, and H)
used ChatGPT throughout the exam, but separately con-
firmed its answers as described under the Function of AI:
But Verify section below. All six of these students used sim-
ilar strategies to those used in Class 1 to be able to copy
exam questions. One student copy and pasted text from
screenshots of exam questions using MacOS Preview before
switching to copying the question text from the source code
of the exam web page. Students C, D, and E scored 2%
below, 13% below, and 3% above the class average, respec-
tively. Students F, G, and H scored 4% above, 4% below,
and 7% above the class average, respectively.

5.2.2 Quickness to AI: AI Second
Of the 20 sessions we evaluated, six we instead categorized
as “AI Second”. These students did not use AI throughout
the exams; instead, they did so only when they seemingly
encountered a question they felt they needed AI assistance
to complete.

In Class 1, only one student—Student I—used ChatGPT to
assist them in this way during Exam 1. The student accessed
ChatGPT four times during the exam. The student first
tried to copy and paste an exam question into ChatGPT,
but that method failed since right-clicking and copying was
disabled in the proctoring program. They did not type any-
thing into ChatGPT afterwards. The second time, the stu-
dent asked for a definition from ChatGPT since that is what
the exam question was asking. The student attempted to use
ChatGPT again, but they never finished typing their ques-
tion into ChatGPT. For the final time the student accessed
ChatGPT, they did ask ChatGPT a question. They typed
in a reworded version of the exam question. Overall, this
student only used ChatGPT meaningfully two times, and
one was to solicit information more than ask it an exam
question. This student scored 11% below the class average
on the exam.

In Class 2, five students—Students J, K, L, M, and N—used
ChatGPT for part of the exam. Student J appeared to in-
tend to use AI from the start but experienced a problem
with one AI resource, ChatPDF. The course’s eBook was
too large to upload to that site, so the student uploaded it
to ChatGPT instead. After getting two lengthy and indef-
inite responses on ChatGPT’s interpretation of the course
text, this student solely used the course eBook and their
own course notes for the remainder of the exam. Students
K, L, and M students used ChatGPT as a supplement to
other resources, primarily to request a definition of course
vocabulary words. Student K used it to define a common
English literary term they were unfamiliar with, filling in a
knowledge gap unrelated to the course materials. Still, this
student and the others in this section generally confirmed
their answers from ChatGPT with other sources. Student



M asked ChatGPT one question during the exam but did not
return to the tab where it was open and therefore did not
read or use its response. Interestingly, these five students
scored on average 8% higher than the class average.

5.2.3 Quickness to AI: No AI
Among the students who were identified as accessing an AI
resource, some were confirmed upon further review to have
not actually done so. These false positives are useful both
as context for the measurement of AI usage given above as
well as for information for others seeking ways to monitor
for AI usage.

In Class 1, three students—Students O, P, and Q—visited a
site that has an AI component (Semantic Scholar), but did
not themselves use that AI to assist them during the exam.
These students only went to this web site to access a course
reading that was available on the site.

In Class 2, three students—Students R, S, and T—were
flagged for AI usage due to having ChatGPT open, but it
remained in the background. None of those students used
it or any other AI-based resources during the exam. It is
unclear if the students intended to use it upon entering the
exam or if it was simply in the background as part of other
activities.

5.2.4 Function of AI: Trust
Among the two purposes we identified for students’ use of
AI, the first we label “Trust” to refer to the fact that these
students generally trusted whatever output they received
from the AI.

Among the eight students (Students A through H) who used
ChatGPT throughout the entire exam session, five—Students
A, B, C, D, and E—were identified as predominantly trust-
ing whatever answer was given by ChatGPT. Student J may
have intended to operate in this way as well, but technical
issues prevented them from doing so. These students gener-
ally focused their attention on getting ChatGPT to answer
in the structure of the actual exam—some reminded it that
each statement could only be true or false, and that multiple
statements in a particular question could be true. Students
D and E further modified their prompts to reduce the length
of ChatGPT’s answers. These students started the exam
very close to the deadline and wanted ChatGPT to return
only “true” or “false” for each question.

5.2.5 Function of AI: But Verify
We labeled the second purpose we identified for students’
use of AI as “But Verify” to refer to these students’ ten-
dency to use AI as the original producer of an answer, but
to independently confirm the answer prior to using it.

Three students who used ChatGPT during the entire exam—
Students F, G, and H—used the tool more as a supplemental
resource. While these students asked ChatGPT for its an-
swers to the vast majority of questions, they also regularly
confirmed ChatGPT’s answers with other resources, such
as the course eBook, lecture videos, and Google. Similarly,
Students I, K, L, and M used ChatGPT as a resource to
consult, but either separately confirmed the answers they

received or asked questions to help them select answers in
the first place, such as requesting definitions to better un-
derstand what a question was asking.

5.3 Discussion
This analysis yields three main takeaways: two on ways of
structuring how we categorize students who use AI during
exams, and one on the difficulty with automated detection
of AI usage.

First, we can categorize students by whether they are using
AI as their first option on the exam (“AI First”) or their
secondary option (“AI Second”). Students in this first cat-
egory enter the exam seemingly with the a priori intention
of using AI throughout; students in this second category are
familiar enough with AI as a tool to use it as needed, but
do not appear to have an advanced intention to rely on it
heavily.

Second, we can categorize students by the extent to which
they are using AI as a machine for answers or as an aid
in generating answers alongside other resources. Some stu-
dents seemingly operate almost in parallel with Searle’s Chi-
nese room [63]: they enter the questions into the tool, and
copy answers out of it, but demonstrate little understand-
ing of the content underlying these answers. Other students
use AI more as a starting point or assistant: they generally
ask it the questions that the test is asking them, but they
separately verify or investigate the answer they receive. Al-
though our sample is too small here to generate generaliz-
able conclusions, we nonetheless have the initial observation
that students engaging in this latter process appear to out-
perform the class average, while students engaging in this
former process appear to underperform relative to the class
average.

Third, around a third of the sessions identified as having
evidence of AI collaboration did not actually feature any
such usage. These students either used sites that have AI
features but did not use those features, or had AI sites in the
background but never accessed them directly. This suggests
that automated detection of AI usage is not entirely reliable.

6. ANALYSIS 3: USAGE OF OTHER RE-
SOURCES

As a consequence of mining these exams for data pertaining
to collaboration with AI, we also derived a dataset of other
resources that were accessed during exam sessions. This
dataset provides a quick way to look at what other tools
students find useful during exams.

6.1 Methodology
As an initial step in mining student exam sessions for ev-
idence of access to AI assistance, the methodology of the
previous two analyses first accessed all URLs that were ac-
cessed and then filtered those to pay attention only to the
URLs that indicated AI usage. For this analysis, we reverted
back to the dataset prior to this filtering, giving all the URLs
that were accessed and maintaining the link to grade data.

In this analysis, we derive some general correlations between
resource usage and grace achievement. We also analyze the



types of resources and frequency of usage to establish pat-
terns and recommendations going forward.

The first sub-analysis focuses on comparing resource usage
and achievement scores. Two correlation matrices were gen-
erated using a Pearson metric. The first was unique URLs
vs. grades to determine if any individual resource positively
or negatively correlated with exam performance. The sec-
ond was frequency of resources and exam performance to
see if more resource usage led to increased performance on
exams.

The second sub-analysis focuses on exploring which distinct
resources students generally use during test taking. We uti-
lized general frequency data for unique URLs used by stu-
dents to find the resources most visited by students. The
most accessed resources were then further analyzed to de-
termine how students used these resources.

6.2 Results
Due to some of the course-specific details of the exams in
these two classes (for example, exams in Class 1 assess re-
quired readings while exams in Class 2 focus only on lecture
material), we divide these results by class.

6.2.1 Class 1 Results
For exam 1 in Class 1, the most widely utilized and fre-
quently accessed domains were edstem.org (home of both the
official course discussion forums and the course lecture ma-
terial), google.com, docs.google.com, github.com, the course
syllabus web site, and en.wikipedia.org. edstem.org com-
prised the largest fraction of these at 54.31%, suggesting a
high preference for finding answers in official course mate-
rials. google.com comprised 24.56% of instances, suggesting
more general search for information. Beyond that, the next
largest share belonged to docs.google.com at only 2.98%; no-
tably, some official course notes and transcripts are stored in
Google Docs, and so this access pattern may indicate either
accessing official course notes or accessing students’ own re-
sources. The only other sources comprising more than 1%
were github.com, the course syllabus, and Wikipedia.

Exam 2 in Class 1 followed a similar pattern, with a handful
of additional resources—dl.acm.org and programs.sigchi.org
were the major new additions, driven by Exam 2 featuring
questions on additional readings. These generally fall simi-
larly into the category of accessing official materials required
as part of enrollment in the class, similar to edstem.org and
the course syllabus.

For both exam 1 and exam 2 of Class 1, the most widely used
domain was edstem.org, indicating that despite the availabil-
ity of other online resources, students still utilized the class
specific content provided on the official course forum as the
primary resource for answering exam questions.

Table 4 highlights the overall frequency statistics for re-
sources accessed during exam 1 and exam 2. For both exam
1 and exam 2, Pearson coefficients were derived to deter-
mine whether a positive or negative correlation existed be-
tween student scores and frequency of resource usage. The
resulting Pearson coefficient for exam 1 with respect to the
correlation between score and frequency of resource usage

Table 4: Average number of resources accessed per student
during each exam; for example, the average student on Exam
1 accessed 31.86 different URLs during their exam (excluding
the exam URL itself ).

Average Stdev

Summer 2023
Exam 1 31.86 34.24
Exam 2 37.47 40.58

was 0.08; the resulting Pearson coefficient for exam 2 with
respect to the correlation between score and frequency of
resource usage was 0.11. Each of these resultant Pearson
coefficients fall within the interval [0, 0.2], which indicates
a very weak positive correlation between student score and
frequency of resource usage during exams.

With regard to exam 1, the Pearson coefficients between
score and each of the URL domains whose usage frequency
>1% is as follows: 0.08 for edstem.org, -0.01 for google.com,
0.07 for docs.google.com, 0.02 for github.com, 0.11 for the
course syllabus, and 0.09 for en.wikipedia.org.

With regard to exam 2, the Pearson coefficients between
score and each of the URL domains whose usage frequency
>1% is as follows: 0.09 for edstem.org (the official course
forum and lecture material), -0.05 for google.com, 0.11 for
docs.google.com, 0.09 for dl.acm.org (where some required
readings are hosted), 0.06 for programs.sigchi.org (home of
other required readings), -0.05 for github.com, and 0.07 for
the course syllabus.

With respect to the correlation between score and the usage
frequency of specific URLs in general, the resulting Pearson
correlation coefficients between score and each unique URL
used across both exam 1 and exam 2 each fell within the
interval [-0.2, 0.2], indicating the presence of only very weak
positive and very weak negative correlation strengths. It
therefore does not appear to be the case that more frequent
resource access leads to higher or lower grades, either as a
whole or using any specific resource.

6.2.2 Class 2 Results
Results for Class 2 mirrored those for Class 1: the most
frequently-used resources were again the official course fo-
rum and lectures at edstem.org, as well as google.com as a
whole. No notable correlations between frequency of access-
ing any specific resource, or resources as a whole, were ob-
served. Interestingly however, Class 2 saw a notably greater
fraction of students using translate.google.com; this suggests
that the narrow time constraints of the test may have an
outsized impact on ESL students who need to rely on trans-
lators to interpret questions. Here still, however, the corre-
lation between frequency of resource access and exam per-
formance was week. Fall 2023 again saw similar ratios, but
chat.openai.com emerged as an additional high-use resource.

Table 5 highlights the overall frequency statistics for re-
source access. Two results stand out from the data for class
2. Resource usage on exam 2 is consistently less than exam
1 for all cohorts, potentially due to optimizing resource us-
age as students become more familiar with test formatting
and expectations. The other interesting result stems from



students’ usage of Google translate, highlighting a subgroup
of students that are utilizing translation software to better
understand questions as ESL students.

Table 5: Class 2 Resource Usage Frequency Statistics

Average Stdev

Summer 2023
Exam 1 53.4 64.8
Exam 2 40.8 57

Fall 2023: Section 1
Exam 1 36.2 42.1
Exam 2 19.3 32.8

Fall 2023: Section 2
Exam 1 52.1 254.8
Exam 2 22.9 34.6

7. DISCUSSION
Since the release of ChatGPT and similar tools, teachers
have been scrambling to adjust their assessments to the
knowledge that students now have access to widespread and
sophisticated assistance beyond what they have had in the
past. To engage in this adjustment properly, however, it
is important to understand how students actually are using
these tools. It is possible, of course, that students are using
these tools to circumvent the learning goals of their assess-
ments and to appear as if they understand more than they
do. It is also possible, though, that they are using these
tools are learning resources or assessment assistants, allow-
ing them to bring out more of their knowledge or develop
that knowledge faster. We see some evidence for this idea in
Analysis 3: while automatic language translation has been
around longer than tools like ChatGPT, it too is an example
of an AI tool students may use. Prohibiting use of all AI
tools without understanding how they are being used risks
missing out on some key benefits they can provide.

This study has attempted to put down some early lines
about how students use AI assistance on assignments where
they are permitted to do so, but where we also can carefully
track how those tools are being used and what impact they
are having on student scores. What we have seen here is
evidence that the impact of such tools may not be particu-
larly high: Analysis 1 finds that even when such tools were
explicitly permitted, a minority—a large one, granted—of
students chose to use them. Those students who chose to
use these tools did not outperform students who did not,
nor did those students who chose to use them some of the
time do any better when they used these tools than when
they themselves did not.

Analysis 2 gives a more thorough investigation of how stu-
dents are using these tools, and finds an array of different
patterns. Some students enter exams seemingly intent to
use AI on the entire assessment, while others default to us-
ing AI when they encounter specific questions or obstacles
they think AI can help them answer or overcome. Some
students trust the AI’s answers entirely, while others use it
as a piece of a broader problem-solving exercise. Encourag-
ingly, early evidence appears to suggest that these students
who use it as a complement to their own knowledge derive a
benefit, while those students who use it as a replacement of
their own knowledge underperform relative to the rest of the
class. Significant additional research is necessary to explore
the extent to which this trend holds over larger numbers of
exam sessions, as well as other types of assignments.

7.1 Limitations & Future Work
Of course, significantly more work is necessary. One of the
exciting and challenging elements of researching this area is
that it is constantly changing: we see student use of AI in
one class in this study skyrocket between Summer and Fall
semesters with no discernible cause, especially given that use
in another class during that Summer semester was already
high. We have seen increasing evidence of a phenomenon
in at-scale education where tactics for certain assignments
become commoditized. In more recent semesters, we have
witnessed students building custom GPTs to act as exam as-
sistants, a behavior we generally consider acceptable—even
desirable—when the process of building one’s own GPT pro-
vides valuable learning outcomes on its own. With this,
however, we expect to see other students borrow their class-
mates’ prebuilt agents, deriving some of the benefits with
none of the learning outcomes. When this becomes com-
mon, we expect to have to institute a rule where students are
only allowed to use AI agents that they themselves created—
a policy whose necessity would have been unheard of only a
few years ago.

Aside from the fact that this domain is changing rapidly, this
study has also only examined these issues in a narrow con-
text: on multiple-choice exams in graduate-level computer
science classes in an online Master’s program. This student
body does not generalize: they are more familiar with AI as
a whole and thus likely more likely to be comfortable using
these tools, but they also have more intrinsic motivations to
learn [13] and thus may be less likely to find ways to circum-
vent the goals of different assessments. More work is needed
to assess how these trends generalize to other audiences, do-
mains, and levels. Toward this end, this study also gives
a framework for conducting these evaluations: we argue it
is useful to offer assessments that permit AI assistance, but
to deliver them through mechanisms that allow for careful
monitoring of such assistance to understand how it is being
used and to adjust accordingly.

8. ACKNOWLEDGMENTS
Data used in this analysis was gathered and analyzed in
accordance with institute IRB protocol H15249.

9. REFERENCES
[1] I. Adeshola and A. P. Adepoju. The opportunities and

challenges of ChatGPT in education. Interactive
Learning Environments, pages 1–14, 2023.

[2] K. L. Adkins and D. A. Joyner. Scaling
anti-plagiarism efforts to meet the needs of large
online computer science classes: Challenges, solutions,
and recommendations. Journal of Computer Assisted
Learning, 38(6):1603–1619, 2022.

[3] F. Ahmed, K. Shubeck, and X. Hu. ChatGPT in the
generalized intelligent framework for tutoring. In
Proceedings of the 11th Annual Generalized Intelligent
Framework for Tutoring (GIFT) Users Symposium
(GIFTSym11), page 109. US Army Combat
Capabilities Development Command–Soldier Center,
2023.

[4] M. A. AlAfnan, S. Dishari, M. Jovic, and K. Lomidze.
ChatGPT as an educational tool: Opportunities,
challenges, and recommendations for communication,



business writing, and composition courses. Journal of
Artificial Intelligence and Technology, 3(2):60–68,
2023.
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T. Plötz, and B. Disalvo. Sensing affect to empower
students: Learner perspectives on affect-sensitive
technology in large educational contexts. In
Proceedings of the Seventh ACM Conference on
Learning@ Scale, pages 63–76, 2020.

[72] Q. Wang, S. E. Walsh, M. Si, J. O. Kephart, J. D.
Weisz, and A. K. Goel. Theory of mind in human-ai
interaction. interactions, 28:33, 2024.


