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ABSTRACT
Recognizing the Social Determinants of Mental Health (SDMHs)
among students is essential, as lower backgrounds in these deter-
minants elevate the risk of poor academic achievement, behavioral
issues, and physical health problems, thereby affecting both phys-
ical and emotional well-being. Leveraging students’ self-reported
lived experiential essays yields substantial insights into the SDMHs.
However, constructing an automated prediction tool for SDMHs
necessitates thorough planning, efficient design of a web-based tool
for data collection, articulation of SDMHs within the context of
lived experiences, expert data annotation, and the implementation
of an efficient multi-label classifier for prediction. This paper inves-
tigates the capabilities of Large Language Models (LLMs) in the
development of a multi-label SDMHs prediction system in students’
lived experiential essays covering the above aspects. In this regard,
we propose a novel Human-LLM Interaction for Annotation (HLIA)
method to label texts pertaining to predetermined SDMHs and de-
velop a Multitask Cascaded Neural Network (MTCNN) classifica-
tion algorithm to predict these determinants in students’ experiential
essays. Additionally, we developed a web-tool based lived expe-
rience essay data collection system, developed a dataset of 1̃500
lived experiential essays collected from 800+ students annotated by
4 educational experts (IRB approved) and evaluated the proposed
framework.
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1. INTRODUCTION
With the increasing focus within the educational sector on extracting
varied student experiences for purposes beyond micro-credentials,
our team of educational professionals identified a critical aspect
of mental health known as Social Determinants of Mental Health

(SDMHs). This area represents a substantial part of the narratives
shared by students on our platform [10, 12]. Social determinants of
mental health (SDMHs), encompassing factors like socioeconomic
status, access to nutritious food, education, housing, and physical
environment, exhibit a significant correlation with students’ mental
well-being (stress, depression, suicide) and academic performance
(dropout, failure). For instance, social disruptions (e.g., relation-
ship breakdowns, financial instability, legal issues, or exposure to
childhood adversity) are widely recognized as triggers for students’
mental distress, potentially leading to depression and withdrawal
from academic pursuits [28]. To develop effective policies address-
ing students’ mental health, it is crucial to move beyond predictor
identification and ascertain the strength of the relationship between
SDMHs and mental well-being [32]. However, a major challenge
has been the limited availability of comprehensive and reliable
SDMHs data in large-scale population databases, with researchers
traditionally relying on structured data such as survey instruments.
Structured data often lack comprehensive information on SDMHs,
particularly when primarily designed for scoring purposes.
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Figure 1: Example BERT-based sentiment analysis on a lived
experience essay and its equivalent ChatGPT texts while at-
tempting to correct its errors

Natural Language Processing (NLP) approaches have been em-
ployed to predict users’ mental health status based on self-explanatory
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text, typically derived from social media posts or self-reported ex-
periential essays [32]. However, these methods heavily rely on a
large volume of data that needs to be annotated by mental health
diagnosis experts who possess the expertise to identify social de-
terminants from textual content. This annotation process is costly,
time-consuming, cumbersome, and prone to potential errors. To ad-
dress these limitations, this paper introduces a novel approach called
LLM-augmented expert annotation, which focuses on annotating
mental health social determinants in students’ self-reported essays.
This methodology represents the first of its kind in the field.

LLMs, the new pocket calculator of text generation for modern era,
while offering numerous practical applications in NLP research, also
pose certain risks [17, 30]. These risks include the potential amplifi-
cation of biases present in training data [23], leading to biased or
discriminatory language generation. There is a risk of malicious
use, as LLMs can be exploited to generate misinformation or harm-
ful content at scale [37]. Overreliance on LLMs without human
review may diminish critical thinking, judgment and potentially
demolitions of one’s own textual authenticity. Mitigating these risks
requires responsible development, fact-checking mechanisms, trans-
parency, and adherence to ethical guidelines in LLM usage. For
example, Fig. 1 shows BERT-based sentiment classification [31]
framework’s application on an original students’ experiential essays
and a ChatGPT [29] generated equivalent texts in attempting to mit-
igate errors, shows significant difference in sentiment classification
(Neutral for original and Positive for ChatGPT one).

We propose an efficient Human-LLM Interaction for Annotation
(HLIA) framework to generate appropriate strategy for LLM-Augmented
expert annotation of SDMHs from students’ lived experience texts.
Additionally, we propose a Multitask Cascaded Neural Network on
BERT embedding (MTCNN) to classify and evaluate the prediction
of SDMHs (Fig. 2 presents the overview).
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Figure 2: Overview of the proposed framework, HLIA: Human-
LLM Interaction for Annotation, LivedEx: lived experience
texts from students, MTCNN: Multitask Cascaded Neural Net-
work

2. RELATED WORKS
Most of the prior ML-augmented text annotation works proposed
efficient active learning based approaches to select best subset to

annotate [34, 45, 33, 39] while others focused on crowdsourcing
toolkit design either via collaborative [6, 46] or intervention [49].
Further researches have been done to design efficient interface for
annotators [13, 22] via important information extraction [25, 4, 24]
to help social or expert annotators [9].

LLM has demonstrated its potential in several practical applications
within the field of NLP research. Researchers have proven that
LLM can be used to generate synthetic training data or naturalistic
text generation tasks [14], such as generating product reviews [11]
or dialogue systems [16], and for abstractive summarization [43],
aiding in the creation of concise summaries of longer texts to help
improve the performance and robustness of NLP models. Beyond
that LLM can also be employed in tasks such as semantic search [35]
and information retrieval [38, 47], sentiment analysis [18], language
translation [48], and error correction [48], offering a broad range
of practical uses in the field of NLP. With its ability to understand
and generate human-like text, LLM serves as a versatile tool for
researchers, developers, workers and more importantly students to
aid their everyday work involving texts and documentation [2].

Text annotation utilizing LLM by taking advantage of its explain-
ability has been rarely explored before [15]. One of the major
contributions in this new domain of research, Xingwei et. al. [15],
proposed an ’explain-then-annotate’ method to generate expert aug-
mented annotation for text labeling. Here, experts request a com-
prehensive explanation by providing textual commands to language
models (LLMs). Nevertheless, this approach lacks a mechanism
for determining which queries are more effective in elucidating
the output. This raises concerns about the reliability and sustain-
ability of the annotation process. In this paper, we introduce a
prompt design strategy that utilizes a trial-and-error technique in
conjunction with statistical measures of prompt quality estimation
to identify the most effective strategies. Furthermore, we formulated
an expert-augmented definition, including keywords and clear defi-
nitions of target labels for Student Mental Health Datasets (SDMHs)
to enhance the interpretibility of LLMs annotation for experts’ con-
firmation. By employing our proposed method, we identified the
optimal prompt strategy and enhanced the multi-class multi-label
classification of SDMHs for students.

3. METHODOLOGIES
3.1 Lived Experience Background
Students’ potential extends beyond academic achievements and pro-
fessional recognition. Their lived experiences are rich sources of
academic skills, offering credentials equivalent to formal educa-
tion. Our goal is to foster a just and ethical world—one individual,
one story at a time—by redefining the narrative around academic
and professional journeys. Skills such as problem-solving, team-
work, and leadership are equally vital as formal qualifications (e.g.,
degrees, languages, certifications) for personal and professional
development. Consequently, there is a growing emphasis on inte-
grating and evaluating these transferable skills within education and
recruitment. However, existing assessment methods are subjective,
inefficient, and inconsistent, disproportionately affecting marginal-
ized groups—such as minorities and women—who often possess
valuable skills like resilience and conflict resolution but lack the
means to formally demonstrate them.

To address this challenge, we introduced a platform, LivedX ded-
icated to capturing students’ lived and learned experiences, trans-
forming them into stackable, transferable skill credentials that can be
converted into college credits through partnerships with public uni-



versities and our organization [5]. This initiative aims to empower
students to pursue further education or career opportunities. On
our web-based platform, students articulate their experiences via a
straightforward questionnaire. Utilizing a patented machine learning
system, which includes an innovative Natural Language Processing
(NLP) algorithm and responsible AI design, the platform analyzes
these narratives. It then employs evidence-based social-emotional
assessment frameworks to issue micro-credentials that affirm the
transferable skills inherent in each experience. Over 150 micro-
credentials are organized into a three-tier hierarchy, with the accumu-
lated data presented on a user- and institution-accessible dashboard.
Our platform employs a prototype guiding students in narrative entry
and accessing their micro-credential dashboards. This innovative
approach acknowledges the value of individuals’ real-life experi-
ences—work, volunteering, projects, personal achievements—and
translates them into recognized credentials. By capturing and evalu-
ating diverse experiences, our technology enables the acknowledg-
ment of essential life skills often overlooked by traditional educa-
tional frameworks [40].

3.2 Data Collection
To collect students’ lived experience effectively, we have utilized our
core lived experience data collection platform where students were
guided and encouraged to systematically document their personal
lived experiences using this tool. We recruited four experienced
academic mental health researchers and trained them with our target
Social Determinants of Mental Health (SDMHs) components to
annotate our collected data. We engaged 860 students over 4 years
to participate in the lived experience web-based tool to share their
lived experiences voluntarily that constitutes 1580 texts in total. We
eliminated the texts that contain < 50 characters given the existence
of potential classification ambiguity due to the lack of enough texts,
that results a total 1498 texts.

3.3 Scripting Social Determinants of Mental
Health (SDMHs)

The role of Social Determinants of Mental Health (SDMHs) in the
academic and personal lives of students is significant [3]. Research
indicates a correlation between social determinants, such as food
insecurity, and adverse effects on mental health, leading to lower
academic performance among students [27]. Among undergrad-
uate students, key social determinants influencing mental health
encompass academics, family dynamics, employment, economic
conditions, romantic relationships, and religious affiliations [3].

In a European study, approximately one-third of first-year univer-
sity students were identified as having mental health-related issues
[7]. Academic performance has been consistently linked to men-
tal health, with poor academic outcomes contributing to worsened
mental health and vice versa [20]. Additional factors contribut-
ing to mental health deterioration include economic challenges,
high parental expectations, strained relationships, and an unhealthy
lifestyle [44, 1, 36]. Common mental disorders are prevalent among
individuals aged 14 to 24 years, a demographic that includes many
university students [19]. These students often face new experiences,
such as relocating from home and assuming adult financial respon-
sibilities. Furthermore, shifts in health behaviors are frequently
observed in this age group [42]. Adapting to these changes can be
challenging, especially as students are simultaneously expected to
fulfill coursework requirements and participate in exams. Failure
to effectively manage these challenges may lead to mental health
difficulties [42].

Our team of experts have been investigating lived experience texts
for 3 years. We have found that lived experiences offer valuable
insights into the development and manifestation of mental health
challenges. Traumatic events, such as abuse or witnessing violence,
increase the risk of conditions like PTSD or depression. Marginal-
ized communities also face unique stressors and discrimination that
contribute to mental health difficulties. These challenges further
compound the existing stressors faced by minoritized students due
to a history of racism, classism, and oppression, impacting their aca-
demic achievement and career readiness. The relationship between
mental health challenges and academic achievement among minori-
tized students is multifaceted and influenced by various factors,
including barriers to access and support, school climate and cultural
competence, intersectionality, resilience, and community support.
Identifying mental health challenges in this context is hindered by
stigma, lack of awareness, cultural and contextual factors, the devel-
opment and normalization of symptoms (especially in youth), and
limited communication and expressive skills.

Following a thorough review of existing literature, and study on lived
experience data, our team of experts conceptualized and formulated
13 distinct categories of social determinants of mental health, each
with potential impacts on students’ academic, physical, and mental
well-being. Every determinant is meticulously defined, encompass-
ing various criteria linked to keywords frequently used by students
in their daily written or spoken communication. Furthermore, each
determinant is complemented by a comprehensive, plain-description
paragraph that illuminates its individual significance facilitating the
identification process for annotators (refer to Appendix Table 3) for
comprehensive information. These determinants can potentially be
identified through the analysis of students’ lived experience essays.

4. HUMAN-LLM INTERACTION FOR AN-
NOTATION

LLM is being widely used for various purposes, such as text classifi-
cation, conversational intelligent interpretation, and code generation.
However, the application of LLM for annotating texts as a substitute
for expert annotation is relatively unexplored area that holds poten-
tial benefits and risks in the future of NLP [15]. In this paper, we
propose a novel LLM-augmented text annotation approach (HLIA),
leveraging the interpretability capabilities of LLM technology in
the field of NLP. The main objective of this approach is to alleviate
the extensive efforts required by expert annotators through the uti-
lization of LLM’s interpretability. We introduce a technique called
Human-LLM Interaction for Annotation (HLIA) to facilitate this
process. The data annotation process was conducted in two phases:
in the first phase, trained experts were asked to annotate a small
amount of data without Language Model (LLM) interaction. In the
second phase, annotators received detailed instructions on how to
utilize LLMs for designing LLM prompt strategies, combined with
statistical quality assessment. Finally, with the best prompt strategy
(highest partial correlation coefficient), annotators continued the
annotation process until all the texts were annotated.

4.1 LLM Augmented Annotation via HLIA
In our HLIA (Algorithm 1), with the expert literature studies, we
input our expert developed set of SDMHs (Appendix Table 3 (Ap-
pendix)), a small amount of data, Dl, and, large unlabeled data,
Du. We trained four mental health experts with a set of LLM query
strategies. These series of strategies include, asking LLM interface
to classify the text with multiple SDMHs, existence of any of the
SDMHs and so on. The purpose of the strategies selection was



to ask LLM interface not only the label of an input text, but, also
obtain why LLM decided to classify this text with certain SDMS,
and, why LLM did not label it with some certain SDMs. Once we
obtain the labels annotated by the LLM interface, we apply that on
Dl and calculate partial correlation coefficient,R on the existence
of any form of SDMHs in the text considering the other 13 SDMHs
as control variables [32]. Then, we consider if theR > Th, where
Th = .8 (standard practice [32]), we stop the query selection, oth-
erwise continue the exploration to step 1. After obtaining desired
R, we run the strategy on entire unlabeled dataset, Du, to generate
a labeled Du. This labeled Du has been further investigated by
our SDMHs experts to mitigate any unwanted biases in annotation.
After running 15 iteration, we obtained an optimal strategy which
is stated in details in Appendix Figure 6 that resulted firstR > .8
partial correlation coefficient on existence of any form of SDMHs
considering other 13 SDMNs as control variables.

Algorithm 1: Human-LLM Interaction for Annotation (HLIA)
Input :Social Determinants, Small Labeled Data (Dl), Large

Unlabeled Data (Du)
Output : labeled Du

1 continue_loop← True;
2 while continue_loop do
3 1. Strategy ← Selected strategy;
4 2. L ←Extracted annotation and interpretation;
5 3. Calculate partial correlation coefficient,R, of SDMHs;
6 4. ifR > Th then
7 continue_loop← False;
8 end
9 end

10 Label Du via Strategy-augmentation;
11 return labeled Du

4.2 Iterative HLIA to Annotate SDMHs
The solve purpose of designing Human-LLM Interaction for Anno-
tation (HLIA) system is to reduce text efforts with the aid of LLM
augmented text explanation. In this regard, at first, an annotator
who is expert in extracting SDMHs from texts, annotated a set of
200 texts manually without any help from LLM. Then, 4 mental
health expert annotators trained by our computer scientists and edu-
cators team in using the most popular LLM technology, ChatGPT
[29], with appropriate instruction about the HLIA framework. The
annotators followed the pre-defined list of strategies to obtain the
best performing strategies (partial correlation coefficient R > .8
as stated in Section 4). Note that, while assessing the performance
of any strategy, experts also considered the explainability of LLM
produced annotations. The best performing strategy has been shown
in Appendix Fig. 6 stating the ChatGPT provided single text an-
notation as well as explanation. After finding the best strategy, the
annotators are engaged in generating text annotations on each of the
collected students’ lived experience texts, checking the validity of
the explanation provided LLM annotation, modifying the annotation
and finally saving the LLM provided and LLM-augmented expert
provided annotations.

5. MULTITASK CASCADED NEURAL NET-
WORK ON BERT EMBEDDING

5.1 Preliminaries and Notations
We denote a text written by a student about their recent experience
as X . The set of social determinants of mental health (SDMHs)

labels is denoted as Y , where Y = 0, 1, . . . , 12 represents the 13
different labels.

5.2 Model Architecture
We propose a multitask cascaded learning framework (MTCNN) for
SDMH detection. The core architecture of the model consists of an
NLP embedding layer (e.g., Base BERT, RoBERTa) that maps the
input text X to a continuous representation.

5.2.1 Task 1: Binary Classification
The first task is binary classification, aiming to detect the existence
of one or more SDMHs in the text X . The output of the embedding
layer is connected to a dense layer with 32 hidden units and a tangent
activation function. Subsequently, it is connected to a final dense
layer with a single output using softmax activation, representing the
probability of the existence of SDMHs in the text.

5.2.2 Task 2: Multilabel Classification
After detecting the existence of SDMHs in the text (Task 1 output is
true), the model develops a multilabel multitask learning model for
the 13 different labels of SDMHs. Task 1 output is connected to 13
different dense layers, each representing one of the binary classes
of the 13 SDMHs. Each dense layer starts with a dense layer with
tangent activation and 32 hidden units, followed by a single output
softmax layer representing the probability of the corresponding
SDMH label.

5.3 Loss Function and Training Procedures
The final loss function is a weighted sum of Task 1 categorical cross-
entropy loss and Task 2 categorical cross-entropy losses. Let α be
the weight coefficient for Task 1 and λ1, λ2, . . . , λ13 be the weight
coefficients for Task 2 (corresponding to the 13 SDMH labels). The
multitask cascaded loss function can be defined as L⇕:

L⇕ = −α
N∑
i=1

y0
i log(pi) +

13∑
j=1

−λi

N∑
i=1

yj
i log(pi) (1)

where y0 refers to the output of task 1 and y1−13 refer to task 2
multilabel outputs. The model is trained using backpropagation and
stochastic gradient descent (SGD) optimization, with the objective
of minimizing the defined loss function. The training procedures
involve iteratively updating the model parameters to maximize the
overall performance in both Task 1 and Task 2 classification.

Note: The specific value of the weight coefficient α has been deter-
mined based on the relative importance of each task (.8) and λi has
been determined based on hyperparameter tuning ranging from 0 to
.5.

6. EXPERIMENTAL EVALUATION
6.1 Datasets
As part of this study, we have generated three datasets. D1: 200
small amount of lived experience texts along with human annotated
labels of SDMHs. D2: 1498 lived experience texts with HLIA
augmented expert annotation and solely LLM annotation of SDMHs.
D3: 1498 LLM (ChatGPT) generated texts that has already HLIA
augmented expert annotation as well as solely LLM annotation of
SDMHs. of SDMHs. Fig. 3 shows HLIA based annotated class
distributions in D2 dataset.
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Figure 3: HLIA Annotated Class Distribution for 13 different
SDMHs and Absence/Presence of any of the 13 SDMHs. Here,
"SD", "CH", "IH", "IF", "HI", "FS", "BR", "LC", "DA",
"PS", EX", "PI" and "SF" refer to socially disconnected or psy-
chological symptoms, care handoff, impediments to healthcare,
instability in finance, housing insecurity, food scarcity, brutality,
legal challenges, drug abuse, excruciation, patient impairment
and suicide fatality respectively

6.2 MTCNN Performance in Predicting SDMHs
We have implemented MTCNN algorithm using python-based ten-
sorflow platform. Our MTCNN model training-testing policies are
as follows:

6.2.1 Training-Testing Policies
• (P1): Trained on D2 dataset (original lived experience texts)

taking HLIA annotations as labels and tested on D2 dataset
with HLIA annotations as labels (70%/30% split)

• (P2): Trained on D2 dataset taking HLIA annotations as
labels (100%) and tested on D1 dataset (human annotated
labels).

• (P3): Trained on D2 dataset taking HLIA annotations as
labels (100%) and tested on D3 dataset (ChatGPT generated
lived experience equivalent texts).

6.2.2 Baseline Algorithms
We implement the following benchmark algorithms for multi-label
problem using huggingface and pytorch libraries (problem_type =
’multi_ label_ classification’).

• BERT: The Bidirectional Encoder Representations from Trans-
formers (BERT) [8], a language model pre-trained on unla-
beled English texts, has garnered significant attention in the
field of natural language processing. Transformers [41] served
as the basis for its pre-training. BERT’s primary pre-training
objective revolves around acquiring contextualized representa-
tions of words, proving to be valuable for various downstream
applications. Its outstanding performance across numerous
natural language understanding tasks has been widely ac-
knowledged [8].

• ALBERT: A variant of BERT, known as A Lite BERT (AL-
BERT), was introduced with the aim of reducing parameter

size and minimizing memory usage. ALBERT, featuring 12
million parameters, stands in contrast to the 110 million pa-
rameters found in the original BERT model. This design
is particularly advantageous in scenarios with constrained
computing memory, such as low-resource settings [21].

• RoBERTa: The Robustly optimized BERT approach (RoBERTa),
which is a modified version of BERT with adjusted pretraining
objectives for enhanced robustness, has demonstrated supe-
rior performance compared to BERT across various Natural
Language Processing (NLP) benchmark tasks [26].
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Figure 4: Pearson correlation coefficient with the significance
pointer s(*) at the .05 level, p<.05

6.2.3 Correlation among annotations
Fig. 4 presents the Pearson correlation coefficient (r) of HLIA
augmented annotation and LLM-only annotation in terms of 13
different SDMHs and existence/absence of any SDMHs (significant
at p<0.05 has been pointed as *). We can observe that in case of
LLM generated annotation, only one class (IF: Instability in Finance)
has higher correlation with HLIA augmented annotation, others
are not significantly correlated, that signifies that LLM generated
annotation is still highly erroneous.

6.2.4 Classification Performance
Table 1 presents the accuracy, F-1, precision and recall performance
comparisons among plain BERT, ALBERT and RoBERTa based
multi-label classification as well as comparisons among different
versions of proposed MTCNN framework taking three different pre-
trained embeddings (BERT, ALBERT and RoBERTa) as backbone
as stated in Section 6.2 model architecture. We can see that MTCNN
models significantly outperforms their corresponding baseline multi-
label algorithims while RoBERTa backbone embedding provides
the higehst accuracy among all.

Fig. 5 presents the MTCNN performance accuracies on each of
13 SDMHs in terms of three different policies. We can observe
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Figure 5: Accuracies of Social determinants of mental health (13 SDMHs) across three different policies (P1, P2 and P3)

that for all of them, policy P1 (trained and tested on D2 dataset)
provides higher accuracy, that signifies that HLIA model provide
appropriate pattern. Also, policy P2 (trained on D2 and tested on
D1) provides slightly lower, but, still significantly close to P1, that
signifies that our proposed HLIA produced annotation can predict
human annotated texts with higher accuracy. However, for policy P3
(trained on D2 and tested on D3), accuracy decreases significantly,
which signifies that HLIA proposed annotation based MTCNN
model cannot predict ChatGPT produced texts accurately. Table
2 show details accuracy, precision, recall and f-1 measure of our
proposed training policies P1, P2 and P3 respectively.

Class Acc F-1 Prec Recall
BERT .69 .78 .65 .68
ALBERT .72 .71 .71 .72
RoBERTa .70 .79 .70 .70
BERT+MTCNN .90 .91 .91 .94
ALBERT+MTCNN .89 .90 .90 .92
RoBERTa+MTCNN .92 .92 .92 .97

Table 1: (P1) Details performance of multi-label version of base-
line algorithms vs proposed MTCNN with different pre-trained
embedding as backbone. Here, the model was trained on D2
Dataset and HLIA annotated labels; tested on D2 dataset and
HLIA annotated labels with 70-30 splits

7. HUMAN-LLM INTERACTION (HLI): AN-
NOTATORS’ EXPERIENCE STUDY

While Human-LLM Interaction (HLI) is a brand new area of re-
search, our 4 annotators’ invaluable experience in solving a real-
world annotation problem can be beneficial for future LLM re-
searchers. Annotators participated in this study expressed that,
ChatGPT is extremely powerful in annotating texts as it can con-
versationally learn some of the examples, definitions of each class,
potential keywords; and as per request, it can provide multitask anno-
tation with explanation simultaneously. This made it more efficient
for handling complex annotation tasks that involve multiple aspects
or classes. ChatGPT based annotation offered annotators with con-
sistent annotation based on its trained knowledge and language
understanding. It eliminated potential human biases or variations
that can arise when multiple human annotators are involved. This

annotation through ChatGPT helped in processing and analyzing
the text quickly, making it suitable for annotation tasks that require
fast turnaround times. The annotators felt that, ChatGPT augmented
text annotation of SDMHs helped them label 10 times faster than
without ChatGPT help. Moreover, though there had been a lot
of mis-annotation with ChatGPT, the tool’s efficient explanation
helped spot easily the mis-annotation, further enhances the annota-
tion accuracy 2 times more accurately than their normal annotation
skills. They also supported the notion that this paper proposed HLIA
method is capable of teaching non-experts enough about any topic
through its classification and explanation, which can be the key to
the next generation citizen science research. The annotators also felt
that over time, with the explanations from ChatGPT, they became
more efficient in annotating texts.

8. LIMITATIONS
ChatGPT displayed variability in its annotations even when pre-
sented with identical input. While AI effectively reduced human
bias and efforts in the annotation process, inconsistencies were ev-
ident in the use of ChatGPT. Despite these limitations, ChatGPT
presents promising prospects for capturing social determinants of
mental health, facilitating prompt intervention when necessary. It is
important to acknowledge, however, that human intervention has not
yet reached a stage where it can be entirely replaced by AI. Through
collaborative efforts, this approach may contribute to a more expe-
dited response in conjunction with human involvement. For instance,
we defined the social determinants for mental health from Class 1 to
Class 13 (Appendix Table 3) and sought the assistance of ChatGPT
to obtain annotated labels for the given text:

Text: "I worked with my sister to resolve a family conflict related to
my mother’s health. She did not fulfill her responsibilities, leading
to my mother’s deteriorating health. I realized that I cannot trust
and rely on my sister. I would have sought other individuals to
take care of my mother’s health and manage the situation. Moving
forward, I will identify 2-3 reliable people and maintain regular
contact with them to ensure that such incidents do not recur."

Upon analyzing this text with ChatGPT, we observed that it was
classified as Class 2: Transition of care, while the other labels were
deemed irrelevant. Subsequently, when generating a response for



P1 P2 P3
Class Acc F-1 Prec Recall Acc F-1 Prec Recall Acc F-1 Prec Recall
SD .78 .80 .84 .87 .70 .69 .74 .75 .64 .68 .74 .70
CH .84 .90 .91 .86 .80 .88 .85 .80 .68 .67 .69 .73
IH .97 .98 .97 .96 .87 .89 .90 .88 .57 .76 .67 .66
IF .90 .91 .90 .91 .82 .81 .80 .82 .77 .74 .70 .72
HI .98 .98 .98 .98 .90 .91 .91 .91 .64 .67 .66 .68
FS .95 .96 .99 .97 .89 .88 .82 .89 .73 .66 .74 .87
BR .95 .94 .95 .96 .90 .91 .88 .90 .74 .73 .85 .66
LC .98 .96 .96 .98 .92 .93 .94 .91 .77 .77 .78 .65
DA .98 .96 .97 .96 .92 .93 .91 .91 .56 .76 .56 .43
PS .77 .76 .74 .79 .69 .70 .72 .70 .56 .58 .77 .35
EX .96 .96 .98 .99 .91 .91 .93 .91 .78 .88 .71 .73
PI .95 .96 .96 .96 .84 .83 .84 .84 .65 .80 .78 .63
SF .98 .98 .98 .98 .89 .88 .87 .89 .79 .60 .59 .70
Presence .91 .91 .94 .95 .81 .82 .82 .84 .61 .74 .60 .89

Table 2: Consolidated performance details of MTCNN trained on D2 Dataset and annotated labels; P1 tested on D2 dataset with
HLIA annotated labels, P2 tested on D1 dataset with HILA annotated labels, and P3 tested on D3 dataset manually labeled by human
only, all with 70-30 splits.

the same text, ChatGPT indicated that it did not correspond to any of
the established classes. In another attempt, ChatGPT categorized the
text under a different annotation as Class 3: Barriers to care. Based
on our experiences, we found that the ChatGPT annotated labels
are not reliable. Despite providing clear instructions, including the
name, definition, and keywords for each class label, ChatGPT occa-
sionally misclassified the labels or failed to assign any label at all.
Therefore, we conclude that ChatGPT lacks true human understand-
ing and context. It relies solely on patterns and information from its
training data, which limits its ability to fully grasp the nuanced or
subjective aspects of text. As a result, occasional misinterpretations
or inaccurate annotations, as demonstrated in the aforementioned
case, can occur.

9. CONCLUSION
This study explores the utilization of Large Language Models (LLMs)
in the development of a SDMHs prediction system using students’
experiential essays. The proposed Human-LLM Interaction for
Annotation (HLIA) framework and the Multitask Cascaded Neu-
ral Network (MTCNN) classification algorithm are introduced to
enhance the annotation and prediction processes. However, the find-
ings indicate that LLMs, such as ChatGPT, may lack true human
understanding and context, resulting in occasional misinterpreta-
tions and inaccurate annotations. These limitations highlight the
need for human expertise and thorough evaluation when incorpo-
rating LLMs into complex tasks like mental health determinants
prediction. Future research should focus on refining LLMs to ad-
dress the challenges of authenticity, sentiment distortion, and hidden
biases, ensuring their reliable and ethical use in sensitive domains
such as mental health.
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APPENDIX
Extracted Vari-
ables

Description Sample Tokens/Keywords

(SD) Socially Dis-
connected

Identifying individuals’ loneliness, absence of social connections
or family assistance, their marital or relationship situation, Despair,
diminished social engagement, abnormal eating patterns

Solitary, isolated, divorce, separated, widowed

(CH) Care Hand-
off

alteration in medication and/or healthcare professional;Modification
in admission status (release, relocation, etc.)

Release,Enrollment,Medication alteration,Relocation

(IH) Impediments
to healthcare

challenges in communication,individuals with intellectual disabili-
ties,Difficulties with transportation, absence of trust or connection

Unintelligible speech,Transportation chal-
lenges,communication difficulties

(IF) Instability in
Finance

Financial challenges, employment difficulties, impoverished condi-
tions.

Jobless, impoverished, joblessness, reintegration, reemploy-
ment.

(HI) Housing in-
security

Housing problems, housing concerns Unsheltered,Displacement,Houseless

(FS) Food
scarcity

Poor dietary intake and/or nutrition, inadequate access to nutritious
meals, reliance on food assistance programs or resources such as
food charities, food vouchers, or food stamps.

starving, food storage,deprivation,meal coupon

(BR) Brutality Availability and/or acquisition of deadly resources; harassment;
intimate partner violence; any mistreatment/abuse/trauma; racial
discrimination; thoughts of committing homicide; feeling fear-
ful/vulnerable.

Guns, aggression, battery, armament, mistreatment, murderous,
racial discrimination

(LC) Legal chal-
lenges

Incarceration; legal proceedings; confinements; punitive measures;
protection orders; encounters with the justice system; criminal alle-
gations; infractions of the law.

Incarceration, conditional release, indictable offense, under
arrest, jail, probe etc

(DA) Drug abuse Substance use disorder; alcohol abuse; alcohol use disorder; depen-
dency; drug overdose

Liquor, smoking products, Narcotic, stimulant, Tobacco use,
excessive dose etc.

(PS) Psychologi-
cal symptoms

Hopelessness; Insomnia; Problem solving difficulty; decreased psy-
chosocial, functioning; psychiatric hospitalization; eating disorder;
mention of any psychiatric disease

Mental health hospitalization, Reference to a mental
health condition, clinical depression, chronic sleep prob-
lems,nervousness,hallucinations and delusions,Psychotic disor-
der,traumatic stress syndrome

(EX) Excrucia-
tion

Pain physically Agony, Suffer, Pangs, Discomfort, Anguish, Ache etc.

(PI) Patient Im-
pairment

Dependency on compensation for disabilities, Service-connected
disability ratings,Dependence on assistive devices

Visually impaired, Mobility aid, Handicapped, auditory impair-
ment,

(SF) Suicide fatal-
ity

Suicidal behavior, Contemplation of self-harm Life not worth living,profound lack of will to live,shoot myself

Table 3: (Appendix) Expert Identified Social Determinants of Mental Health and Tokens for NLP



ChatGPT Response

Figure 6: (Appendix) Our proposed Human-LLM Interaction for Annotation (HLIA) framework example interactions and generated
text responses


