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ABSTRACT
We present a research plan focused on developing explain-
able AI systems powered by large language models (LLMs)
to provide safe, reliable, and effective feedback for students.
The research integrates several early-stage exploratory anal-
yses, including understanding differences between human-
written and AI-generated feedback, building a taxonomy
of effective feedback types, examining qualities of peer dis-
course that support engagement, and investigating student
interactions with LLMs. The overarching goal is to create
systems that validate LLM-generated content and improve
the way feedback is provided through generative AI in edu-
cational contexts. The methodology involves a series of in-
terconnected studies utilizing natural language processing,
machine learning, and qualitative research techniques. By
addressing the current limitations and concerns surround-
ing AI in education, this work aims to contribute to the
responsible integration of AI-powered tools that genuinely
support learning and complement human instruction, ulti-
mately promoting educational equity and student success.
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1. INTRODUCTION
The rapid advancement of artificial intelligence (AI) has
opened up new possibilities for enhancing educational ex-
periences and supporting student learning. In particular,
the emergence of large language models (LLMs) like GPT
and their integration into educational technologies [2, 3] has
the potential to transform the way feedback is provided to
students [11]. These AI systems offer benefits such as au-
tomated assessment and personalized feedback for students.
However, concerns remain about the accuracy, effectiveness,
and reliability of these AI systems compared to teacher as-
sessments, as well as risks like generating false information
or plagiarized content [16, 9]. To harness the full potential of

LLMs for educational purposes while addressing these con-
cerns, it is crucial to develop explainable AI approaches that
can generate meaningful, pedagogically sound, and contex-
tually relevant feedback that is also safe and reliable. Exist-
ing research has explored various aspects of AI in education,
including personalized task assignment [4], adaptive digital
learning environments [7], and AI chatbots for facilitating
student-AI interactions [18, 1, 8]. While these studies have
demonstrated the potential benefits of AI in learning, there
is a need for further investigation into the specific applica-
tion of LLMs for providing feedback to students.

Feedback is a crucial element in the learning process as it
assists students in recognizing areas for enhancement, clar-
ifying misunderstandings, and directing their advancement
[10]. Nonetheless, delivering personalized and prompt feed-
back can be complex for teachers [12, 13], particularly in
large class setups. AI-driven feedback systems can be bene-
ficial in this regard, utilizing LLMs to produce tailored and
focused feedback on a large scale. To create efficient AI-
based feedback systems, it is vital to comprehend the at-
tributes that set apart high-quality, human-like feedback.
Previous studies have stressed the significance of feedback
that is precise, actionable, and in line with educational goals
[15, 5]. Moreover, research has underlined the importance
of integrating emotional and motivational components into
feedback to boost student involvement and persistence [14,
17]. Expanding on these findings, our study aims to develop
transparent AI systems that can provide secure, dependable,
and efficient feedback to students resembling the best prac-
tices of human instructors. By harnessing the capabilities
of LLMs and merging them with a profound understand-
ing of effective feedback methodologies, we aim to design
AI-powered tools that can deliver targeted, meaningful, and
educationally sound assistance to learners.

The overarching research question guiding this work is: How
can explainable AI systems powered by large language mod-
els be developed to provide safe, reliable, and effective feed-
back for students? This question encompasses several sub-
questions. 1) What are the key differences between human-
written and AI-generated feedback, and how can these in-
sights inform the development of LLM-powered feedback
systems? 2) What types of feedback are most effective for
supporting student learning, and how can LLMs be trained
or evaluated to emulate these feedback types? 3) What fac-
tors influence the way students interact with LLMs, and how
can these insights inform the design of AI-powered tools that
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effectively support and enhance learning?

2. PROGRESS TO DATE
In our pursuit of developing explainable AI systems to sup-
port feedback for students, we have conducted a series of ex-
ploratory analyses that lay the groundwork for this research
direction. These analyses span several key areas, includ-
ing understanding the differences between human-written
and AI-generated feedback, building a taxonomy of effective
feedback types, examining peer interactions in collaborative
settings, and investigating student interactions with large
language models (LLMs).

2.1 Analyzing Human-Written Content and AI-
Generated Content

As part of the project to develop explainable AI systems
for student feedback, we focuses on analyzing the operation
of AI content detectors and aims to gain a deeper under-
standing of the subtle differences between human-written
and AI-generated content, with the hope of applying these
insights to educational feedback. By collecting a dataset of
both types of text content and applying natural language
processing techniques and machine learning models, we aim
to uncover the key characteristics that set human written
content apart. This analysis will enhance our understand-
ing of the unique qualities of human feedback and inform the
development of AI systems that can more closely emulate
the effectiveness of teacher-written feedback. The insights
gained from this work will directly contribute to creating
explainable AI systems that provide meaningful and peda-
gogically sound, and humanely warm feedback.

2.2 Developing a Taxonomy of Effective Feed-
back Types

Building upon our analysis of human-written feedback, we
are working on a project that focuses on constructing a tax-
onomy of effective feedback types. This taxonomy aims to
categorize and understand the diverse ways in which teach-
ers provide feedback to students, with the ultimate goal of
training LLMs to generate feedback that aligns with these
effective strategies. By analyzing a large corpus of teacher-
written feedback, we are identifying the key dimensions and
characteristics that define high-quality feedback. This tax-
onomic framework will serve as a foundation for evaluating
the performance of AI-generated feedback and guiding the
development of LLMs that can provide targeted and impact-
ful support to students. The insights gained from this work
will directly contribute to the creation of explainable AI sys-
tems that emulate the best practices of human educators in
providing feedback.

2.3 Exploring the Dynamics of Peer Discourse
and Collaboration in Collaborative Settings

Recognizing the importance of peer interactions in the learn-
ing process, we are also examining how students engage with
each other in collaborative settings, providing students with
ongoing peer feedback during their learning process in a
different way. By analyzing log data from a collaborative
mathematics learning platform, we are uncovering interac-
tion patterns that support student engagement and help

them overcome challenges. Through techniques such as fre-
quency analysis, cluster analysis, we are identifying distinct
profiles of collaboration and specific behaviors that charac-
terize productive peer interactions. This initial exploratory
work lays the foundation for our planned empirical analyses.
By understanding these dynamics, we aim to develop AI sys-
tems that facilitate and enhance peer feedback, ultimately
supporting students in their educational journeys.

2.4 Investigating Student Interactions with LLMs
A key component of our research on developing explainable
AI systems for student feedback involves understanding how
students interact with LLMs. In a recent study, we explored
how students utilize the chat functionality of ChatGPT to
supplement their learning in a computer science education
graduate course. By examining the dialogue history between
students and the AI, we aimed to understand the factors that
influence the way students engage with LLMs and how these
interactions impact their learning experiences.

Figure 1 presents a set of visualizations derived from our
initial analysis, offering a view of the longitudinal trends
across extracted dialogue features. While we did not ob-
serve statistically significant differences between the high
and low experience groups, likely due to the limited sample
size, the visualizations reveal several interesting patterns.
Students with higher prior experience tended to engage in
more dialogue rounds, using more words and characters per
message, although the complexity of the language used re-
mained similar across both groups. These trends suggest
that while prior CS experience may share a relationship with
the quantity of interactions students have with ChatGPT, it
does not necessarily correlate with the quality or complex-
ity of the language used. We further examined the correla-
tions between students’ prior experience and the various di-
alogue features using a Spearman correlation heatmap (Fig-
ure 2). The heatmap suggests that higher confidence and
experience in computer science and programming is associ-
ated with a slightly lower likelihood of starting conversations
with a question, as well as the use of shorter words on aver-
age. Conversely, higher experience was positively correlated
with longer conversations and a greater number of topics
discussed. These findings align with the trends observed in
the longitudinal analysis and provide additional support for
the notion that prior CS experience may influence the way
students interact with ChatGPT, even if the effects are not
strongly pronounced.

This study provides insights into how students perceive and
leverage AI tools, informing the design of explainable AI
systems that can effectively support and enhance student
learning. As we continue to refine and expand upon these
lines of research, we are confident that they will converge
to inform the development of AI-powered tools that provide
targeted, meaningful, and pedagogically sound support to
learners. The study also revealed some limitations, such as
the potentially rigid nature of the guidance provided in the
course materials. This aligns with the perspectives men-
tioned in previous research, suggesting that inflexible and
non-encouraging prompts may hinder students’ opportuni-
ties to genuinely explore and demonstrate their action char-
acteristics [6]. Consequently, in our current ongoing work,
we offer more diverse assignment guidance and set open-



ended research questions, encouraging students to interact
with ChatGPT using spontaneous strategies. This approach
has the potential to foster deeper reflection and novel in-
sights.

3. DISCUSSION
The exploratory analyses conducted as part of our research
on developing explainable AI systems for student feedback
have insights. By examining the nuances between human-
written and AI-generated content, we have identified key
characteristics that distinguish human feedback, informing
the development of AI systems that can more closely emulate
the effectiveness of teacher-written feedback. This aligns
with our first research question, which seeks to understand
these differences and leverage them to create more human-
like AI-powered feedback systems.

Our work on constructing a taxonomy of effective feedback
types addresses our second research question, which aims to
identify the most effective feedback strategies for supporting
student learning. By categorizing and analyzing a large cor-
pus of teacher-written feedback, we are developing a frame-
work that can guide the training and evaluation of LLMs to
generate feedback that aligns with best practices in educa-
tion. This taxonomy will serve as a foundation for creating
AI systems that provide targeted and impactful feedback to
students.

The investigation of peer interactions in collaborative set-
tings has revealed distinct profiles of collaboration and spe-
cific behaviors that characterize productive peer feedback.
While our initial exploratory work has provided valuable in-
sights, we acknowledge the need for further empirical anal-
yses that incorporate richer data on student discourse and
expression. By collecting and analyzing this data, we can
gain a deeper understanding of the dynamics that support
engagement and help students overcome challenges in col-
laborative learning environments. This will inform the de-
velopment of AI systems that facilitate and enhance peer
feedback, addressing an important aspect of our research
goals.

Our study on student interactions with LLMs has shed light
on the factors that influence how students engage with these
tools and the impact on their learning experiences. The lon-
gitudinal trends and correlations observed in our analysis
suggest that prior experience in computer science and pro-
gramming may influence the quantity and nature of student
interactions with ChatGPT. These findings contribute to
the growing body of literature on student-AI interactions
[18, 1, 8] and highlight the importance of considering indi-
vidual differences in the design of AI-powered learning tools.
However, we recognize the limitations of our current study,
particularly the small sample size, which may have hindered
the detection of statistically significant differences between
experience groups. Future research should aim to recruit a
larger and more diverse sample to validate and extend our
findings, as recommended by recent studies [3].

4. CONCLUSION AND FUTURE WORKS
In conclusion, our research on developing explainable AI sys-
tems to support feedback for students has made significant
progress through a series of exploratory analyses. Moving

forward, our research will focus on several key areas to ad-
vance the development of explainable AI systems for student
feedback. One of our primary goals is to develop the Verifi-
cation and Evaluation Tool for Targeting Invalid Narrative
Generation (VETTING), which aims to validate the content
produced by LLMs and ensure its accuracy, reliability, and
appropriateness for educational contexts. VETTING will
incorporate insights from our exploratory analyses, leverag-
ing techniques such as natural language processing, machine
learning, and educational theory to create a robust system
for evaluating AI-generated feedback.

Another crucial next step in our research is to develop sys-
tems that can validate the content produced by LLMs. This
aligns with our larger goal of improving how feedback is
given through generative AI. By creating mechanisms to
assess the quality, relevance, and pedagogical soundness of
LLM-generated feedback, we can ensure that students re-
ceive accurate and effective support that enhances their learn-
ing experiences.

To achieve these goals, we plan to conduct further empiri-
cal studies that build upon our exploratory analyses. This
will involve collecting and analyzing data from a wider range
of educational settings, incorporating diverse student pop-
ulations and subject domains. By expanding the scope of
our research, we can refine and validate our findings, en-
suring that the AI systems we develop are applicable and
effective across various educational contexts. We intend to
collaborate with educators and domain experts to gather
insights and feedback on our proposed AI systems. This
will help us align our research with the practical needs and
challenges faced by teachers and students in real-world edu-
cational settings. By engaging stakeholders throughout the
development process, we can create AI tools that are not
only technically advanced but also pedagogically sound and
user-friendly.
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