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ABSTRACT
Machine Learning has revolutionized education by offering
numerous practical applications. One such application is
Neural Machine Translation (NMT) systems in the field of
education, which hold immense social importance. These
systems have the potential to make information accessible to
diverse users in multilingual societies. By effectively trans-
lating audio, video, and textual content into vernacular lan-
guages, NMT systems greatly assist both students and teach-
ers. However, when it comes to translating higher education
or technical textbooks and courses, it becomes crucial for
MT systems to adhere closely to the specific lexicon of the
source and target domains. In this tutorial, we present our
approach and framework to enable domain-aware transla-
tion without the need for parallel domain corpus. We will
demonstrate several use-cases and applications that is widely
used by hundreds of translators. We will also present our
post-editing tool that assists translators in quickly correct-
ing the machine translated text and reduce the cognitive
load of users.
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1. INTRODUCTION
The field of Neural Machine Translation (NMT) has achieved
remarkable success in achieving state-of-the-art translation
capabilities across various language pairs [1]. However, in
domain-specific scenarios such as technical content trans-
lation, the generic NMT pipeline falls short in guarantee-
ing the inclusion of specific terms in the translation output.
Inclusion of a pre-specified vocabulary becomes crucial for
ensuring practical and reliable machine translation (MT).
While incorporating domain-specific terms has been rela-
tively easier in phrase-based statistical MT, it poses a chal-
lenge in NMT due to the complexity of directly manipulating
output representations from the decoder [8]. As an alterna-

tive, domain-specific NMT systems have been proposed to
generate translations that are aware of the domain by fine-
tuning generic NMT models using domain-specific parallel
text. However, this approach requires curating translation
pairs for each domain, which demands significant human ef-
fort and increases the cost of maintaining separate models
for each domain. Therefore, it is essential for the MT output
to adhere to the source domain by adopting domain-specific
terminology, thus reducing and potentially guiding the post-
editing effort in translation.

To address this issue, lexically constrained techniques have
been employed in NMT, incorporating pre-specified words
and phrases in the translation output [4, 3, 2]. In addition
to the source sentence, word or phrasal constraints in the
target language are provided as input. These constraints
can be derived from in-domain source-target dictionaries or
can be user-provided source-target constraints during inter-
active machine translation. Often, these constraints may
encode multiple potential translations for a given source
phrase. For example, the word ‘speed’ can be translated into
5 different Hindi phrases teja, daud. a, gati, raphtār, cāla in
the physics domain. However, existing constrained transla-
tion approaches do not accommodate such ambiguity in the
constraints.

2. IMPACT OF THE WORK
The project https://udaanproject.org is an end-to-end
Machine Translation Framework that includes extensive use
of OCR, lexical resources, data efficient learning (open sourced
at https://decile.org) and a human-in-the-loop machine
learning based post-editing platform. This project is an out-
come of our Data Efficient Machine Learning[5, 6] (https:
//decile.org) and Natural Language Processing from our
group at IIT Bombay. The Udaan project is being used ex-
tensively by several, including AICTE (https://www.aicte-india.
org) for speedy translation of 100s of textbooks into mul-
tiple Indian languages. MoUs are also being signed with
several state governments - Govt of Maharashtra entered
into agreement for usage of https://udaanproject.org in
the presence of Governor, Education Minister and Direc-
tor IITB (see https://udaanproject.org/MediaCoverage?
type=mou)

In this tutorial, we provide insights from our translation
ecosystem (https://udaanproject.org) that has helped in trans-
lating 100s of diploma and engineering books each in more
than 11 Indian languages. We will provide the audience with
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the holistic view of:

1. How to build a domain-specific lexicon in 11 Indian
languages using a small seed dictionary by utilising
the innate connection across languages

2. How to build an multilingual NMT model that ingests
domain-specific lexicon without affecting the fluency
of the predicted sentence

3. How to build a human-in-the-loop AI post-editing tool
that benefits from complex OCR (Optical character
recognition) and layout analysis to preserve bounding
boxes in the source document. and that learns from
the user edits and calibrates the output for subsequent
occurrences.

4. What are the insights gathered from translating sam-
ple 50 books across 11 languages?

The ecosystem at https://udaanproject.org that will be
presented as a tutorial is fueled by several peer reviewed
publications (https://udaanproject.org/Publications).

3. UDAAN POST EDITING TOOL
We present UDAAN, an open-source post-editing tool de-
signed to streamline the manual editing process and facil-
itate the production of high-quality documents in multi-
ple Indic languages[7]. Post-editing lengthy documents that
have been translated is often a laborious task, as editors face
difficulties in maintaining consistency between the trans-
lated and source texts within the document. Existing tools,
although retaining source-target user edits through trans-
lation memory (TM), fail to provide consistent suggestions
throughout the document.

UDAAN offers an end-to-end Machine Translation (MT)
plus post-editing pipeline, allowing users to upload a docu-
ment and obtain raw MT output. Subsequently, users can
utilize our tool to edit the raw translations. UDAAN incor-
porates several advantageous features:

1. Domain-aware, vocabulary-based lexical constrained
MT.

2. Source-target and target-target lexicon suggestions for
users, employing lexicon alignment between the source
and target texts for replacements.

3. Translation suggestions based on user interaction logs.

4. Source-target sentence alignment visualization, reduc-
ing cognitive load during the editing process.

5. Translated outputs available in multiple formats, in-
cluding docs, LaTeX, and PDF.

Our tool offers several advantages: Firstly, it generates domain-
aware raw MT by applying lexical constraints to the transla-
tions using domain-specific vocabulary. Secondly, users can
incorporate lexicons from both the source-target language
and the target-target language. Lexicon-based replacements
are determined through alignment between the source and

target texts. Additionally, the tool continuously records
target-target edits made by users, which can be utilized as
suggestions within the tool. Thirdly, the tool leverages user
edits to improve translation suggestions. Fourthly, the rich
text editor of UDAAN includes sentence alignment visual-
ization between the source and target texts, simplifying the
editing process and reducing cognitive load. Lastly, users
can download the output document in various formats, in-
cluding docx, LaTeX, and PDF.

Furthermore, UDAAN provides access to approximately 100
in-domain dictionaries to facilitate lexicon-aware machine
translation. Although our experiments are limited to English-
to-Hindi translation, the tool is language-agnostic. Based on
user feedback and experimental results, UDAAN has demon-
strated a significant reduction in translation time, approxi-
mately three times faster than the baseline method of trans-
lating documents from scratch. UDAAN is available for
both Windows and Linux platforms, with its source code
accessible on our website at Our tool is available for both
Windows and Linux platforms. The tool is open-source un-
der MIT license, and the source code can be accessed from
our website, https://www.udaanproject.org. Demonstra-
tion and tutorial videos for various features of our tool can
be accessed here. Our MT pipeline can be accessed at
https://udaaniitb.aicte-india.org/udaan/translate/.
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