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ABSTRACT
In this half-day tutorial, participants first explore the funda-
mentals of feed-forward neural networks, such as the back-
propagation mechanism; the subsequent introduction to the
more complex Long Short Term Memory neural networks
builds on this knowledge. The tutorial also covers the ba-
sics of the attention mechanism, the Transformer neural net-
works, and their application in education with Deep Knowl-
edge Tracing. There will be some hands-on applications on
open educational datasets. The participants should leave
the tutorial with the ability to use neural networks in their
research. A laptop capable of installing and running Python
and the Keras library is required for full participation in this
half-day tutorial.
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1. INTRODUCTION
Neural networks (NN) are as old as the relatively young his-
tory of computer science: McCullogh and Pitts already pro-
posed nets of abstract neurons in 1943 as Haigh and Priest-
ley report in [7]. However, their successful use, especially
in the form of convolutional neural networks (CNN), Long
Short Term Memory (LSTM), or Transformer neural net-
works, in areas such as image recognition, language trans-
lation, or chatbot in the last years has made them widely
known, also in the Educational Data Mining (EDM) commu-
nity. This is reflected in the contributions that are published
each year in the proceedings of the conference.

In [11], we counted the percentage of the contributions in the
EDM proceedings of the Educational Data Mining (EDM)
conference from the beginning of the conference in 2008 till
2019 (long and short papers, posters and demos, young re-
search track, doctoral consortium, and papers of the indus-
try track) that have used some kind of neural networks in

their research. While the percentage stayed below 10% till
2015, it started to increase in 2016 to reach 28% in 2019.
This trend has continued since then with 14 long papers
from 26 mentioning some kind of neural networks in their
research in the EDM proceedings of 2022.

Recognizing the growing importance of neural networks in
the EDM community, this tutorial aims to provide 1) an in-
troduction to neural networks in general and to LSTM neu-
ral networks with a focus on the attention mechanism and
the Transformer neural networks and 2) a discussion venue
on these exciting techniques. Compared with our prece-
dent tutorial [11], the main difference is the introduction to
Transformer neural networks. This tutorial targets 1) par-
ticipants who have no or very little prior knowledge about
neural networks and would like to use them in their future
work or would like to better understand the work of others,
and 2) participants interested in exchanging and discussing
their experience with the use of neural networks. A simple
kind of neural network is a feedforward neural network also
often called a multilayer perceptron. It propagates the cal-
culation of each neuron from its inputs through all layers in
a directed way forward to its outputs. In education, such a
NN has been used, for example, to predict the performance
of students. The work of Romero et al. [18] presented at
the first EDM conference in 2008 uses it to predict the final
mark of students in a course taught with the support of the
learning platform Moodle. while the work of Wagner et al.
[24] uses it to predict whether students will drop out of a
study program.

While their primary use was in Natural Language Processing
(NLP) Tasks, LSTM neural networks have been extensively
used in education and have achieved remarkable results [22,
20, 6]. Unlike feedforward neural networks that cannot re-
member the past, LSTM have cycles and are recurrent neu-
ral networks. The LSTM [9] architecture can learn long-term
dependencies using a memory cell that can preserve states
over long periods. It is suitable for contexts where sequen-
tial information and temporal prediction is important such
as in education, where we are interested in predicting stu-
dents’ outcome based on past behavior. Deep Knowledge
Tracing [14] is probably the best example of using LSTM to
track a student’s state of knowledge while interacting with
a tutoring system. Numerous variants of LSTM have been
proposed, such as the Gated Recurrent Unit (GRU) [4] or
the LSTM combined with the attention mechanism, espe-
cially the Transformer neural networks [23].
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Attention [3] in machine learning refers to a model’s ability
to focus on specific elements in data. It helps the LSTM to
learn where to look in the data. It was initially designed
in Neural Machine Translation using sequence-to-sequence
(Seq2Seq or encoder-decoder) [19] models. However, since
the attention mechanism can improve the prediction results
of NN models, it is now widely used in text mining in gen-
eral. Especially in the education domain, it has been used
for question-answering tasks, sequential modeling for stu-
dent performance prediction, or to predict essay or short
answer scoring [25, 17]. Transformer neural networks aim to
solve sequence-to-sequence tasks while handling long-range
dependencies. It uses the attention mechanism and GPU
(Graphics Processing Unit) computing. The input sequence
of the Transformer neural network can be passed parallelly,
which speeds up the training. It can also overcome the
vanishing gradient issue thanks to its multi-headed atten-
tion layer. The use of transformers in education is only in
its infancy. However, given its notable results (e.g., Gener-
ative Pre-trained Transformer (GPT)[2], Bidirectional En-
coder Representations from Transformers (BERT)[10]), we
think that we will see an increasing number of research pa-
pers using this architecture in EDM.

2. PROPOSED FORMAT
Table 1: Timeline and activities

Time Item

45 minutes
Presentation: introduction - Feedfor-
ward neural networks and backpropa-
gation

45 minutes Application - Discussion - Hands-on
30 minutes Break

60 minutes
Presentation: LSTM, Attention Mech-
anism, and Transformer

60 minutes
Application - Implementation of a
LSTM for student performance predic-
tion - Discussion

3. DESCRIPTION OF THE TUTORIAL
3.1 Introduction to feed-forward neural net-

works
This part begins with artificial neurons and their structure
- inputs, weight, output, and activation function - and the
calculations that are feasible and not feasible with one neu-
ron only. It continues with feedforward neural networks or
multi-layer perceptrons (MLP). A hands-on example taken
from [8] illustrates how a feedforward neural network calcu-
lates its output. Further, this part introduces loss functions
and the backpropagation algorithms and makes clear what
a feedforward neural network learns. Backpropagation is
demonstrated with the hands-on example introduced before.

3.2 Application of feedforward NN
This part discusses the use of feedforward neural networks
in EDM research. These networks are often used to predict
students’ performance and students at risk of dropping out,
see for example [5, 1, 24]. It must be noted that feedforward
neural networks do not necessarily give better results than
other algorithms for this kind of task. Other uses emerge.
For example, Ren et al. use them to model the influence on

the grade of a course taken by a student on all other courses
that the student has co-taken [16]. As another example,
Or and Russel [13] uses intentionally a feedforward “neural
network model to both automatically assess the design of
a program and provide personalized feedback to guide stu-
dents on how to make corrections”.

It must be noted that neural networks are considered not
interpretable, see [12]. When explanations are crucial, it
might be worthwhile to evaluate whether interpretable al-
gorithms might be used instead; another way is to generate
explanations with other algorithms, see [20] for challenges
in doing so.

The main activity of this part is for participants to solve
a classification task on an educational dataset; participants
will create, inspect and evaluate a feedforward neural net-
work with Python and relevant libraries.

3.3 LSTM
In this part of the tutorial, basic concepts of LSTM are
covered. We will focus on how the architecture of different
elements (cell, state, etc.) works. Participants will learn how
to use an LSTM for the prediction of learners’ outcomes in
an educational system. Concepts such as Deep Knowledge
Tracing (DKT) will also be covered.

3.4 Attention Mechanism
In this part, the attention mechanism is introduced. Partic-
ipants will learn how this mechanism works and how to use
it in different cases. We will explore concepts such as global
and local attention in neural networks.

3.5 Transformer neural networks
This part introduces the Transformer neural network archi-
tecture. Concepts such as multi-headed attention layer and
parallel inputs with the use of GPU will be covered.

3.6 Application
This hands-on part will explore existing real-life applications
of LSTM (especially Deep Knowledge Tracing and Knowl-
edge tracing with transformer) in education. We will also
explore the combination of LSTM with Expert Knowledge
(using the attention mechanism) for Predicting Socio-Moral
Reasoning skills [21, 22]. Participants will implement an
LSTM, especially a Transformer, with an attention mech-
anism for the prediction of students’ performance in a tu-
toring system [15]. We will use Keras (Python) library for
coding and also use open educational datasets (e.g., Assist-
ments benchmark dataset).

3.7 Objectives and outcomes
The objectives of this tutorial are twofold: 1) introduce the
fundamental concepts and algorithms of neural networks to
newcomers and then build on these fundamentals to give
them some understanding of LSTM and the attention mech-
anism, especially the Transformer neural networks; 2) pro-
vide a place to discuss and exchange about experiences while
using neural networks with educational data. Newcomers
should leave the tutorial with a good understanding of neu-
ral networks and the ability to use them in their own re-
search or to appreciate better research works that use neural



networks. Participants already knowledgeable about neural
networks get a chance to discuss and share about this topic
and connect with others. A website will be created to dis-
play important information to participants: schedule, slides,
data, and software to download and install.
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