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ABSTRACT
We explore multi-modal machine learning-based approaches
(facial expression recognition, auditory emotion recognition,
and text sentiment analysis) to identify negative moments of
teacher-student interaction during classroom teaching. Our
analyses on a large (957 videos, each 20min) dataset of class-
room observations suggest that: (1) Negative moments oc-
cur sparsely and are laborious to find by manually watching
videos from start to finish. (2) Contemporary machine per-
ception tools for emotion, speech, and text sentiment anal-
ysis show only limited ability to capture the diverse mani-
festations of classroom negativity in a fully automatic way.
(3) Semi-automatic procedures that combine machine per-
ception with human annotation may hold more promise for
finding authentic moments of classroom negativity. Finally,
(4) even short 10sec negative moments contain rich structure
in terms of the actions and behaviors that they comprise.

Keywords
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1. INTRODUCTION
In school classrooms, the emotional climate set by the teacher
can significantly impact student engagement, attitudes to-
ward learning, and downstream academic and socioemo-
tional outcomes [9, 8, 5]. Classrooms in which students feel
encouraged, excited, and supported to learn are associated
with positive engagement [9], fewer conflicts with teachers
[16], and stronger executive functioning of the learners [28].
Conversely, classrooms with negative classroom climate – as
exhibited by teacher irritability, anger, sarcasm, yelling, in-
timidation, etc. – are associated with poorer outcomes in
these areas. Given the connection between classroom nega-
tivity and worse student outcomes, it is important to help
teachers to reduce negativity in their teaching. Over the
years, educational researchers have devised professional de-
velopment and training programs to assist teachers in fos-

tering classroom climates that are more conducive to learn-
ing [15]. One useful practice is to identify and discuss spe-
cific moments – either in the teacher’s own classroom or
in someone else’s – that are especially positive or negative.
For the positive moments, one can then examine the ways
in which the teacher acted effectively; for the negative mo-
ments, one can discuss more constructive ways in which the
teacher could have navigated the situation.

Needle in a Haystack: One obstacle to providing teachers
with useful feedback on classroom observation is the need to
find “teachable moments” that are worthy of close examina-
tion within a long classroom video. Even in a large library of
classroom observation sessions, it may be difficult and labo-
rious to find a variety of interesting moments. New methods
for automated perception of school classrooms, as enabled
by advances in computer vision, speech analysis, and natu-
ral language processing during the past 5-10 years, offer the
possibility of accelerating the process of finding teachable
moments. For an individual teacher, these new tools could
make it possible to record their own teaching and quickly
identify candidate moments – on a regular basis, not just
1-2 per year – that they should examine more closely. De-
ployed on a larger scale, such perceptual tools could also
help researchers to systematically study moments of strong
positivity or negativity in collections of classroom videos. In
our paper, we assess the extent to which modern AI-based
tools for the recognition of facial expression, auditory emo-
tion, speech, and text sentiment could be used to find short
(10sec) negative moments of classroom interaction between
the teacher and the students.

Our definition of negative moment is rooted in the construct
of negative climate from the Classroom Assessment Scor-
ing System (CLASS; [25]). A classroom is said to exhibit
negative climate if it contains negative affect (irritability,
anger, harshness, etc.) by the teacher, punitive control, sar-
casm/disrespect, or severe negativity (victimization, bully-
ing, etc.). Negative climate under the CLASS framework
is labeled on the timescale of 15-20 minute video segments.
In contrast, we were interested in finding negative moments
(10sec), as this is an arguably more useful timescale on which
to give teachers specific feedback. This shorter timescale
matches more closely with the specific actions and interac-
tions that occur within a classroom teaching session (e.g., a
single sentence spoken by the teacher to a student; physical
actions such as touching or co-manipulation of an object by a
teacher and student simultaneously; a facial expression that
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is displayed briefly for one person to another). It aligns with
the natural timescale over which emotional states typically
change [4]. We also are primarily interested in negativity
expressed by the teacher, not by students.

Study Overview: We harness a large dataset of nearly 1000
videorecorded classroom observation sessions, each 20 min-
utes long, that were collected from individual teachers in
elementary and middle schools. In terms of research ques-
tions, we examine (RQ1) to what extent modern AI-based
machine perception tools can automatically find negative
moments from classroom observation videos. In addition to
fully automatic methods, we also explore (RQ2) whether a
semi-automatic detection paradigm that combines AI with
human annotation can yield a more accurate filtering mech-
anism. Finally, (RQ3) given the set of negative moments
that we find, we explore what kind of semantic structure
they contain and analyze them in terms of what happened
on an utterance-by-utterance and action-by-action basis.

Ethics of Automated Classroom Analysis: Our long-term goal
is to help teachers obtain more frequent and fine-grained
feedback about their own teaching compared to the standard
practice, which is to get very sparse feedback 1-2x/year from
a school principal. Our paper provides a sober assessment of
how realistic it is, using contemporary machine perception
tools, to provide such feedback.

2. RELATED WORK
Classroom Observation Protocols: With the goal of char-
acterizing classroom interactions more precisely and objec-
tively, as well as providing teachers with more useful feed-
back, educational researchers have devised a variety of class-
room observation protocols over the past two decades. These
include the Protocol for Language Arts Teaching Observa-
tions (PLATO; [13]), Assessing Classroom Sociocultural Eq-
uity Scale (ACSES; [10]), and the Classroom Assessment
Scoring System (CLASS; [25]). The CLASS is curriculum-
agnostic and one of the most widely used protocols; it fo-
cuses on inter-personal interactions between teachers, stu-
dents, and their peers.

Automatic Classroom Analysis: The EduSense system de-
veloped by Ahuja et al. [1] uses classroom audio and video
to detect temporally specific features such as who is talking
when, hand-raises, body posture, and smiles. These fea-
tures can be aggregated over time and visualized in a dash-
board for teachers that shows the total amount of instruc-
tor versus student speech, total number of hand raises, etc.
The system does not perform high-level semantic analysis
or make holistic judgments about the classroom experience.
Zylich & Whitehill [29] trained custom neural networks to
recognize key phrases associated with positive speech such
as “please”, “thank you”, “good job”, etc. They showed that
the counts of these detected phrases over 15min classroom
videos were correlated with some CLASS dimensions. Kelly
et al. [19] developed a system to detect how often teachers
are asking authentic questions of their students, i.e., ques-
tions whose answers are open-ended and facilitate produc-
tive classroom discourse. Their approach takes an automat-
ically generated transcript of the classroom audio; extracts
word, sentence, and discourse-level features; and then ap-
plies regression trees to estimate the proportion, over the

Figure 1: A random sample of 16 classroom videos (rendered
at low resolution to preserve privacy) from our dataset.

entire class period, of the teacher’s questions that were open-
ended. James et al. [18] used automatic facial expression
recognition from classroom videos to estimate Positive and
Negative Climate dimensions of the CLASS. Finally, Qiao
and Beling [27] explored a multi-instance learning approach
to identifying specific moments within classroom videos that
human coders should examine in order to perform CLASS
labeling more efficiently.

3. DATASET
The dataset we used in our experiments (IRB #17-151 at
Worcester Polytechnic Institute) was shared with our re-
search group by a California-based company for teacher train-
ing. It consists of 957 classroom observation videos (20min
each) ranging from kindergarten through middle school in a
Midwestern state in the USA. Each video contains a differ-
ent teacher and set of students. The videos were recorded by
the teachers themselves to obtain feedback on their teach-
ing; hence, the video camera model, placement, lighting,
etc., can vary strongly between videos. While the teachers’
faces and voices are usually clearly captured in each video,
the students’ often are not. See Figure 1.

4. MACHINE SENSORS
Our definition of negative moments involves the teacher’s af-
fect as well as the content of their speech and their actions.
While capturing all facets of classroom negativity using au-
tomated tools is likely infeasible, there already exist machine
perception tools that can detect certain aspects of negativity
and that might help to find negative moments more quickly
than by watching whole videos one-by-one. In particular,
we explored the utility of modern (i.e., developed during
the past 5 years) AI-based tools for speech recognition, text
sentiment analysis, facial expression recognition, and audi-
tory emotion recognition. We describe them below.1

4.1 Auditory Emotion Recognition
To analyze auditory emotion, we used the convolutional
neural network described in [6]. The network takes a 162-
dimensional feature vector (extracted by the Librosa pack-
age [21]) as input consisting of zero-crossing rates, Chroma-
STFT, MFCC, RMS, and Mel spectrograms, which are all

1In addition to the individual sensors, we also tried an en-
semble combining multiple sensors; however, the accuracy
was no better than one of the individual sensors.



standard features in modern audio analysis. The features
are extracted from 5sec audio segments, whereby each seg-
ment is split into multiple windows in time, and the fea-
tures extracted from the windows are averaged before being
passed to the network. The network was trained to clas-
sify 8 emotions (anger, calm, disgust, fear, happiness, neu-
tral, sadness, and surprise) on a combination of 4 different
datasets: CREMA-D [7], RAVDESS [20], SAVEE [17], and
the TESS [26]. These datasets are widely used for audi-
tory emotion recognition and contain recordings of individ-
ual adult speakers. They do not span the highly challeng-
ing conditions (overlapping speech, high background noise)
found in school classrooms, nor do they contain children’s
voices; nonetheless, they are likely some of the best publicly
available training datasets available. The test accuracy (61%
over 8 emotions) of the trained network on these datasets is
consistent with that reported by the authors of [6].

For our study, to obtain a speech-based emotion estimate
for each 10sec moment of every classroom video, we split
each moment into two 5-sec chunks, classified each chunk
over the 8 emotion categories, and then averaged the esti-
mates over the two chunks. Finally, to obtain an estimate
of “negativity”, we summed the emotion probabilities for the
“anger”and“disgust” categories; since the focus of our study
is on the teacher ’s expressed negativity, we did not include
the “sad” emotion in this sum. We note that, in practice,
since most of the sound recorded in the videos comes from
the teacher’s speech, the auditory emotion detector is most
likely to contain information on the teacher’s expressed emo-
tion rather than the students’ auditory emotional responses.

Custom detectors: We also conducted a pilot experiment,
using the same audio features, on training a custom detec-
tor (using 50 negative moments for training; see Section 5).
The motivation was that training detectors on actual class-
room data, rather than a general-purpose auditory emotion
dataset, might be more effective. However, the test accuracy
was basically at-chance, and we abandoned the approach.

4.2 Facial Expression Recognition
We first considered using OpenFace [3], but this software is
specialized for analyzing a single face per image, not multi-
ple faces and it detects facial Action Units [11] rather than
semantic emotion labels (“anger”, “disgust”, etc.). Hence,
we instead used the pre-trained facial emotion recognition
convolutional neural network from [2], which achieves an
overall accuracy, over a set of 7 detected emotions (anger,
disgust, fear, happiness, sadness, surprise, neutral), of 66%
on the FER2013 dataset [12]. FER2013 spans a wide range
of lighting conditions and head poses (though not as extreme
as those in classroom videos), but contains mostly adults.

To obtain a facial emotion estimate for each 10sec moment of
every classroom video, we split each moment into 10 frames
(spaced at 1 Hz); detected all the faces in the frame using
OpenCV’s built-in Haar-based cascaded face detector; and
then analyzed the face for facial emotion using the trained
emotion classifier. To compute an aggregate score for each
emotion, we averaged the emotion estimates over all de-
tected faces within the set of all 10 frames. (If no frames in
the moment contained any detected faces, then the floating-
point value NaN (“not a number”) was assigned to all emo-

tions in the 10sec moment.) Finally, to obtain a score of
“negativity” for each moment, we added together the proba-
bility estimates for the “anger” and “disgust” emotions. We
note that the facial expression sensor is most likely to con-
tain information on the teacher’s emotion, as the teacher’s
face is often the visual focus of the camera in most videos.

Summed over all sampled frames from all 957 classroom
videos in the dataset, a total of 160398 faces were detected
and analyzed for facial expression. On average, therefore,
there were only about 0.14 faces detected per video frame,
i.e., most people were not detected in most frames.

4.3 Text Sentiment Analysis
To analyze text for its sentiment, we first transcribed each
video using the Web Speech API [22] developed by Mozilla
and Google. Each video was split into 10sec chunks of au-
dio, and each chunk was passed to the Web Speech API
separately. The average number of 10sec moments in which
the Web Speech API detected any speech at all was 80.19
(out of 120 total 10sec moments in a 20min video). The aver-
age number of transcribed words per video was 917.83. Each
automatic transcription was then classified for sentiment us-
ing the Google Cloud Natural Language API. It returns a
numeric score between -1.0 (most negative) and +1.0 (most
positive) for each input. Examples: “a handle like it why do
you think she got in his face and got upset with him” (sen-
timent: −0.9); “okay go ahead what’s your favorite season”
(sentiment: 0.4); and“very nice job on making your pros and
cons very even very lined up makes it easy to count” (senti-
ment: 0.9). To obtain an estimate of “negativity” using the
sentiment analyzer’s raw output s, we remapped the range
[−1, 1] to [0, 1] and reversed the scale, i.e., the negativity n
was computed as n = 1− (s/2 + 0.5) ∈ [0, 1].

5. FINDING NEGATIVE MOMENTS
AUTOMATICALLY (RQ1)

In our first analysis we assess how accurately modern ma-
chine sensors can find classroom negative moments.

5.1 Annotation Process
Ideally, we would have ground-truth annotations of every
10sec moment of all 957 videos; however, this would be pro-
hibitively expensive. Moreover, annotating a uniformly ran-
dom sample from the dataset would likely uncover very few
negative moments since they occur so sparsely. We thus
use a different strategy: Since we have a form of automated
labeling available to us (i.e., the sensors), we can use each
sensor to find videos in which there is, according to the sen-
sor’s outputs, the largest variance of negativity. We then
select the most negative and least negative moments (ac-
cording to the sensors) within each of those videos, label
these moments by hand, and then compute the accuracy
of the machine w.r.t. human labels. With this procedure,
we are essentially measuring the sensors’ abilities to iden-
tify coarse-grained differences in negativity rather than very
fine-grained differences if we had randomly selected pairs of
moments from anywhere in the whole dataset. We applied
this strategy for each of the three sensors as well as two
ensemble models. All in all, we obtained 100 moments (20
from each automated method).



Table 1: Accuracy (AUC for absolute negativity, and propor-
tion correct for relative negativity) of the different sensors
used for fully automatic detection of classroom negative mo-
ments. Baseline for guessing is 0.5 in all cases.

Finding Negative Moments Automatically
Sensor Absolute Relative
Auditory Emotion 0.64 0.52
Facial Expression 0.41 0.35
Text Sentiment 0.61 0.52

The annotation team consisted of the three authors of this
paper, of whom the senior author is CLASS-trained. Prior to
annotation, the team examined a handful of video examples,
and each annotator labeled them independently. Next, the
team came together to discuss their labels and arrive at a
consensus understanding. Finally, each labeler proceeded to
annotate the remaining examples. We assessed inter-rater
reliability (IRR) as the average pairwise agreement between
annotators using the linearly weighted Cohen’s κ coefficient.

5.2 Annotation Tasks
The labeling task consisted of both an absolute rating task
and a relative rating task. The former is about distinguish-
ing the negativity between any two moments of classroom
teaching at any moment and from any teacher, whereas the
latter is about comparing the negativity of two moments
within the same teacher’s classroom.

Absolute negativity: Annotators were presented with a set of
100 moments and were asked to rate each one as “negative”,
“positive”, or “neutral”. These labels were then converted
into integers -1, 0, and +1, respectively. On this task, the
average pairwise IRR was κ = 0.39. Over the 3× 100 total
labels across the three annotators, only 16 were negative.
None of the 100 moments received a label of “negative” (−1)
from all three labelers. Only 1 out of the 100 moments
received 2 votes (out of 3) of “negative”. These numbers
reflect how classroom negativity often occurs very sparsely
in a classroom observation session.

Relative negativity: Annotators were presented with a set
of 50 pairs of 10sec moments, whereby each pair came from
the same video but different pairs came from different videos.
For each moment in each pair, they were asked to label which
of the two moments wasmore negative (-1 if the first moment
was more negative, and +1 if the second video was more
negative), with an option for “neither” (0) if no difference
in negativity could be discerned. On this task, the average
pairwise IRR was κ = 0.37. Only 4 of the 50 moment-
pairs received a unanimous vote across all 3 labelers that
one moment was either “more negative” than the other.

5.3 Accuracy of Machine Sensors
Absolute negativity: To estimate each sensor’s accuracy, we
first averaged the three annotators’ integer labels for each
moment to obtain a “ground-truth” label. For instance, if
two annotators labeled a moment as “neutral” and one la-
beled it as “negative”, then the average is −1/3. We then
computed binary labels for each moment (1 for “negative”

and 0 for “non-negative”) by thresholding this average with
0. After doing so, we obtained a set of 15 negative moments
and 85 non-negative moments. We then computed the Area
Under the ROC Curve (AUC) of each machine sensor us-
ing these binary labels. Using this procedure (see Table 1),
we obtained an AUC of 0.64 for the auditory emotion sen-
sor, 0.41 for the facial expression sensor (i.e., slightly worse
than just randomly guessing, though this is likely due to just
statistical noise), and 0.61 for text sentiment.

Relative negativity: We selected the set of moment-pairs in
which the average integer label (-1, 0, or +1) over the three
annotators was non-zero, i.e., the consensus was that one
of the two moments in each pair was “more negative” than
the other. This resulted in a set of 31 (out of the original)
50 moment-pairs. We then computed the fraction, for each
machine sensor, of the pairs in which the sensor’s output
agreed with the average label. Using this procedure, we
obtained a score (% correct) of 0.52 for the auditory emotion
sensor, 0.35 for the facial expression sensor, and 0.52 for the
text sentiment sensor. These accuracies are not significantly
better than just randomly guessing (0.5 in this case).

5.4 Discussion
No sensor performed substantially above chance for either
the absolute or relative negativity detection tasks, despite
the fact that the data was sample was selected to have a
high variance of negativity – i.e., the machine was tasked
with discerning coarse-grained rather than fine-grained dif-
ferences. Moreover, the IRR for both the absolute and the
relative negativity labeling tasks was fairly low (0.3-0.4).
This suggests that the machine sensors we tried had basi-
cally no ability to identify negative moments, and that ran-
domly selecting moments from a video will uncover very few
such moments of classroom interaction. This agrees with
the annotation team’s subjective experiences that there was
little clear negativity in the moments they labeled.

Based on manually watching hundreds of classroom video
segments, we suggest several possible explanations for why
the sensors did not perform well: (1) The emotion cate-
gories recognized by the sensors do not closely match aca-
demic emotions [24] that occur in school classrooms. (2) The
demographic diversity and difficulty of the training data is
much more limited compared to the classroom videos in our
dataset. (3) The face detector misses the majority of faces
that occur in our video dataset; when it is visible, it is often
difficult to perceive the person’s facial expression.

With regards to the more promising results reported in [18,
29], we speculate that the larger timescale in their studies
(15min) compared to ours (10sec) may help their models to
“smooth out” measurement noise in the sensors’ outputs.

6. FINDING NEGATIVE MOMENTS
SEMI-AUTOMATICALLY (RQ2)

With the limited success of the fully automated approach,
we next explored a semi-automatic approach that combines
algorithmic filtering with human annotation. Our method
was based on our observation that the automatic transcripts
of the classroom videos, though imperfect, still hold insight
into what transpired in each 10sec moment; moreover, in pi-



lot data exploration we found that simple keyword searches
for certain phrases such as“sit down”would already find mo-
ments in which the teacher was correcting students’ behav-
ior and possibly also exhibiting negativity. In particular, we
heuristically formed a list of phrases that we deemed likely
to contain moments of behavioral corrections [14], such as
asking students to sit down, stop talking, pay attention, etc.
Corrections are not inherently negative, particularly if the
teacher redirects students toward more constructive behav-
iors and in a way that does not demean them. In practice,
they are often associated with teacher negativity, and thus
detecting behavioral corrections can help to uncover some
(but by no means all) kinds of negative moments.

We assembled a list containing the following phrases that we
deemed likely to capture situations that are associated with
behavioral correction: “excuse me”, “keep your”, “why are
you”, “I need you”, “stop”, “be quiet”, “sit down”, “eyes on
me”, “can you please”, “can you stop”, “listen”, “attention”,
“don’t talk”, “don’t yell”, “on your bottom”2, “noise”, and
“keep the volume”. We then devised the following procedure
to identify “corrective” moments: (1) Use automatic speech
recognition (ASR) to transcribe each 10sec moment from all
the videos. (2) Filter the set of all moments to include all
and only those that contain at least one of the keyphrases
above. (3) Manually read the transcripts (but do not watch
the corresponding video segment) of the filtered moments;
keep only those that are deemed to be “corrective”.

We performed the procedure above on our entire dataset of
957 classroom videos. In practice, we found the procedure
to be both intuitive to perform – i.e., the transcripts are
usually quite readable and give some sense of the classroom
interaction – and efficient – i.e., it took only a few person-
hours to read the transcripts filtered through step 2.

6.1 Annotation Process
To assess accuracy of the procedure, the annotation team
examined 100 moments: 50 that passed step 3, and 50 that
were filtered out during step 2 (since they did not contain
any keyphrase). They labeled each moment as “negative”
(-1), “neutral” (0), or “positive” (+1). To do so, they ex-
amined these 10sec moments with the video (i.e., not just
from the transcript like in step 3), including a few seconds
of context before/after the start/end of each video segment
so as to understand the moment more thoroughly. The av-
erage pairwise IRR on this task was κ = 0.60. In a similar
manner, the team also labeled each moment as “corrective”
vs. “not corrective” (IRR: κ = 0.8).

6.2 Accuracy of Semi-Automatic Procedure
Negative moments: Of the 50 moments that passed step 3
of the semi-automatic procedure, 29 (i.e., 58%) were con-
firmed – by taking the average numeric label across all 3 la-
belers and thresholding at 0 – to be “negative”. Of these 29
moments, 26 were further confirmed as “corrective”. More-
over, there were 12 moments in which all 3 labelers unani-
mously agreed were negative, and 5 more moments in which
2 out of 3 labelers agreed were negative. The AUC of the
semi-automatic procedure for distinguishing between nega-
tive and non-negative moments was 83.3%.

2a phrase sometimes told to young students to sit down

Corrective moments: Of the 50 moments that passed step
3 of the semi-automatic procedure, 33 (i.e., 66%) were con-
firmed by the labelers, after taking majority vote of their
corrective vs. not corrective labels, as being corrective. The
AUC of the procedure for distinguishing between corrective
and non-corrective moments is also 83.3%.

6.3 Discussion
This semi-automated procedure showed more promise for
accurately finding negative moments than did the fully au-
tomated sensors. The IRR of manually validating the output
of the procedure was also much higher (0.6 compared to 0.3-
0.4 for labeling the results of the fully automated approach)
and provides further validation that it is making meaningful
distinctions in negativity.

When examining the false detections – i.e., moments out-
put by the procedure that were not actually negative – we
found several in which the teacher was talking about neg-
ativity (e.g., about why it is important to follow rules in
society), rather than actually exhibiting negativity. This
semantic distinction would likely be very difficult for a ma-
chine to make automatically. Another source of false de-
tections that we found was the transcription error made by
the Web Speech API, such that a keyphrase in our list was
not actually spoken within the video. In terms of missed
detections – i.e., negative moments that were missed by the
procedure – there are likely many kinds of classroom nega-
tivity that are not associated with corrective behavior and
would thus be missed. However, by assembling a different
list of keyphrases and/or applying more sophisticated meth-
ods of analyzing the transcripts, it is possible that other
kinds of negative moments could also be discovered.

7. MANIFESTATIONS OF NEGATIVITY
Given that the machine sensors showed little success in un-
covering negative moments, we wanted to examine whether
this was because the negative moments in our dataset truly
do not actually exhibit any differences in facial expression
and/or auditory emotion, or whether the detectors we used
were too poor in accuracy or perhaps not trained on the
right kinds of data. To this end, we performed further an-
notation about which of the two 10sec moments in a pair
from the same video are “less negative” (-1) or “more nega-
tive” (+1) in terms of facial expression, and (separately) in
terms of auditory emotion. If no difference could be ascer-
tained, a label of 0 was assigned. Importantly, the focus of
this annotation task was to examine the facial and auditory
emotion in isolation, and to ignore higher-level semantics of
the content of the teacher’s speech or the trajectory of their
actions. We performed the annotation on the same set of
100 videos described in Section 6.1.

7.1 Negative Auditory Emotion
When judging which of the two moments exhibited more
negative auditory emotion, the average pair-wise IRR of the
annotators was κ = 0.32, suggesting low to moderate agree-
ment on individual moments. This number agrees with our
subjective impression that discerning differences in negativ-
ity based on auditory emotions is challenging, and that the
differences are much smaller than, say, the difference be-
tween “happy” and “angry” in standard datasets used for



training speech emotion classifiers (Section 4.1). Neverthe-
less, once we averaged all three labelers’ responses for each
moment-pair, we found stronger evidence that the auditory
emotion of a moment is diagnostic for labeling it as “neg-
ative”: in 78% of the moment-pairs, the moment that was
identified as having “more negative” audio was the moment
in the pair that was labeled as a “negative moment” overall.

7.2 Negative Facial Expression
When examining facial expression, the IRR was 0.40, which
was slightly higher than for auditory emotion. After taking
the average label across all three annotators, we found that,
in only 58% of the moment-pairs was the moment identified
as having “more negative” facial expression the moment in
the pair that was labeled as a “negative moment” overall.

7.3 Discussion
Together, these results suggest that, while there is some re-
lationship between the facial and/or auditory emotion of
the classroom and the overall negativity of each 10-second
classroom moment, there is still considerable subjectivity
when judging each individual moment. Similar to our results
on fully automated approaches to finding negative moments
with different sensors, here too we found that auditory emo-
tion was more informative than facial expression. All in all,
it seems that examining auditory and facial expressions in
isolation is insufficient – what defines classroom negativity
depends on more detailed analysis of what transpires.

8. NEGATIVE MOMENT ANALYSIS (RQ3)
To understand better the semantic structure of negative mo-
ments, we examined a set of 43 video clips that were labeled
by our annotation team as “negative moments” in our previ-
ous analyses on fully automatic (Section 5) as well as semi-
automatic (Section 6) methods for finding classroom nega-
tivity. We qualitatively examined each video clip to obtain a
deeper understanding of the subject (the nature or cause) of
the negativity, as well as the trajectory of actions and utter-
ances that the 10sec moment comprised. As an example, the
subject of several negative moments was the teacher asking
students to sit down in their seats. This might involve ac-
tions and utterances such as pointing to the student’s seat,
approaching the student’s desk, and directing the student to
sit down. Through our qualitative coding process (described
below), we identified 4 recurrent subjects: “Stop Fidgeting”,
“Sit Down”, “Listen”, and “Stop Talking”. Further, we iden-
tified 6 types of actions & utterances: Direct Correction
(expressed either verbally or physically) of the student’s be-
havior, Sarcasm, Threat, Body Motion (e.g., aggressive pos-
turing of the teacher’s body w.r.t. the student), Deflection
(e.g., brushing off a student’s comment through a verbal
rejoinder), and Justification (explaining why the teacher is
correcting the student’s behavior). See Table 2.

Procedures: The review process of the negative moments
went as follows: (1) The annotation team watched the mo-
ment two times in a row together to gain a preliminary
understanding; (2) The annotators discussed their opinions
of the moments, how they believed each moment to break
down into multiple stages, and what they believed the tra-
jectory of actions and utterances to be; (3) The annotators
watched the moment, pausing at notable points in time, to

agree or disagree on each other’s labels; and finally, (4) the
annotators formed a consensus on the label trajectory of
actions/utterances in the 10sec moment. The qualitative
codes we used to analyze each clip, along with illustrative
examples, can be found in Table 2.

Results: Through the analysis of the 43 10-second video clips
we categorized using Table 2, we found that teachers, on
average, performed about 2 actions (X = 2.09, SD = 1.00)
per 10sec moment. Some negative moments even contained
up to 4 distinct actions/utterances. The action frequencies
can be seen in Table 3, where each column corresponds to a
different stage with each moment’s trajectory.

8.1 Vignettes of Classroom Negativity
To give a more vivid sense of what kinds of negative mo-
ments emerged, we describe three “vignettes” that illustrate
different subjects of negativity that we identified.

8.1.1 Vignette #1: Stop Fidgeting
There is a small round table in the classroom with four stu-
dents (likely between grades 2 and 4) surrounding it, with a
teacher standing a few feet away. The teacher is standing
next to a whiteboard with math ( i.e. 4 × 5 = 20) written
down. The teacher is providing instructions to the group of
students on how to complete a printed assignment in front
of each student. Most students are sitting still, watching the
teacher, and looking at their papers. However, one student,
who appears to be African-American, who is closest to the
camera, and whose back is facing the camera, begins to dance
in her seat: Her left arm is angled down towards the floor,
and her right arm is angled up towards the ceiling; she is
rocking her shoulders forward and back, causing her arms to
sway. The teacher is distracted by the dancing, looks at the
student with an angry expression, and then issues a verbal
command with a harsh tone: “I need you to stop. Thank
you.” [Direct Correction – Verbal]. The teacher then turns
to look at a boy seated at the table, who says something to the
teacher which elicits a verbal response of“Oh great, great”.

We speculate that this student’s body movements and ex-
pressiveness might be an instance of verve, which is a learn-
ing style associated with African-American students that
“can be defined as having energy, being intense, having ex-
pressive body language, and having a tendency to attend
to several different areas of focus”; it is sometimes misin-
terpreted by teachers as challenging or assertive [14]. The
last comment (“Oh great, great”) was spoken in a tone that
sounded sarcastic. This is a case where accurate and tem-
porally precise recognition of negative auditory emotion is
important to correctly interpret a teacher’s action.

8.1.2 Vignette #2: Sit Down
About 15 students (between grades 1 and 3) are sitting on
a large carpet with the teacher sitting on a rocking chair in
front of the students. The moment begins with the teacher
speaking to one male near the back of the carpet, asking him
to sit down [Direct Correction – Verbal]. Her voice becomes
more stern when she realizes multiple students are not fol-
lowing the direction to sit down. Her facial expression be-
comes more frustrated, and she states, “If I have to re-
mind the boys in the back how to sit sharp one more



Table 2: Types of Actions & Utterances within Negative Moments

Teacher Action Descriptive Example

Direct Correction (Verbal)
The teacher is counting down from five to have her class be quiet. When she reaches zero,
she says, “shhhhhh”, to have the last few students be quiet.

Direct Correction (Physical)
The teacher verbally tells the child, “No, no”, while physically gesturing with her hand for
the child to direct them to stop talking.

Sarcasm “[Name], we will hear from you first. . . since you are eager to speak.”

Threat
“I want you to put this stuff away and follow directions, or I am going to have to call dad. . .
and grandma again, ok?”

Body Motion
The teacher is providing instructions to the class and the child in front of her is playing
with a plastic bag, which leads to the teacher physically removing it from the child’s hands.

Deflection
A child walks to the front of the room when they aren’t supposed to. The teacher walks them
back to their seat. The child protests; the teacher replies, “Ok, I am not hearing any of that.”

Justification “I see a lot of people who are off task. . . so we need to bring our attention up front.”

Table 3: Frequency of Actions Types in Negative Moments

First Second Third Fourth Total
Direct Correction

Verbal 15 13 5 – 33
Physical 12 8 3 2 25

Sarcasm 2 3 1 1 7
Threat 2 – 2 1 5
Body Motion 8 – – – 8
Deflection 1 – – 1 2
Justification 3 5 2 – 10

time, you are going to lose points” [Threat] while giv-
ing a single downward nod followed by her pointing behind
the easel. At this point, the students sit properly and the
teacher, after waiting a few seconds, resumes teaching.

8.1.3 Vignette #3: Listen
The classroom consists of about 15 students (likely between
grades 4 and 6) all situated at large communal tables in
groups of two to four, and one teacher. The teacher is walk-
ing to the front of the room while discussing Dı́a de Los
Muertos (Day of the Dead) when she looks up and notices a
group of students in the back of the class who are not on task.
The teacher stops walking around the room, looks at the boys
and, with a serious facial expression, she says: “Boys? I
hope you are listening, don’t play with the folder...”
[Direct Correction – Verbal]. While making her comments to
the boy, she extends her arm [Direct Correction – Physical]
and motioning for them to stop. After a short pause to make
sure the boys are listening, the teacher resumes teaching.

8.2 Discussion
Within the moments we analyzed, the Direct Correction ac-
tion was most frequent. Most moments contained multi-
ple distinct actions within them, despite the short duration
(10sec). One of the least frequent actions we observed was
Justification, even though this would likely be beneficial to
students. Finally, in order to fully understand what hap-
pened as well as the intensity of each negative moment, the
annotation team found it was necessary to combine informa-
tion about what was said or done (semantic content), how it
was said (tone of voice, facial expression), and what gestures
and body language accompanied the action/utterance. The
particular facial expressions and body movements that we

observed in the vignettes were often short (<1 sec), which
makes automatic detection even more challenging.

9. CONCLUSIONS
We conducted a machine learning analysis of how different
automated tools for facial expression recognition, auditory
emotion recognition, speech recognition, and text sentiment
analysis can be used to identify classroom “negative mo-
ments” automatically. We considered both fully automatic
as well as semi-automatic (i.e., speech recognition combined
with some human annotation) approaches to finding nega-
tive moments in a large collection (957 videos, 20min long) of
classroom videos. Moreover, we examined, on an utterance-
by-utterance and action-by-action level, a set of 43 negative
moments that were found by the semi-automated procedure.

Lessons learned: (1) Negative moments occur rarely, and
a random sample from a classroom observation is unlikely
to contain many of them. (2) The differences in facial and
auditory emotion that distinguish negative moments from
normal instruction are subtle – much more so than the dif-
ferences in emotion categories (happy, sad, etc.) found in
contemporary emotion datasets. (3) Full automation of the
search process for negative moments is very challenging for
contemporary AI systems that are trained on basic emotions
such as happy, sad, angry, etc. We found more promise in a
simple semi-automated procedure that combines automatic
speech recognition, keyphrase search, and some human an-
notation. (4) Even short 10sec negative moments often com-
prise multiple actions and/or utterances by the teacher.

Future research can explore whether large language models
(LLMs) such as ChatGPT [23] can be trained (by fine-tuning
and/or few-shot learning) to identify classroom negativity
more accurately. One bottleneck, however, is the accuracy of
speech recognition, especially given the noisy classroom con-
ditions with overlapping and sometimes inaudible speech. In
addition, training custom multimodal detectors of new be-
haviors and states such as “fidgeting”, “sarcasm”, etc., could
be useful to understand classroom interactions.
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