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ABSTRACT
Academic advising plays an important role in students’ decision-making in higher education. Data-driven methods provide useful recommendations to students to help them with degree completion. Several course recommendation models have been proposed in the literature to recommend courses for the next semester. One aspect of the data that has yet to be explored is the suitability of the recommended courses taken together in a semester. Students may face more difficulty coping with the workload of courses if there is no relationship among courses taken within a semester. To address this problem, we propose to employ session-based approaches to recommend a set of courses for the next semester. In particular, we test two session-based recommendation models, CourseBEACON and CourseDREAM. Our experimental evaluation shows that session-based methods outperform existing popularity-based, sequential, and non-sequential recommendation approaches. Accurate course recommendation can lead to better student advising, which, in turn, can lead to better student performance, lower dropout rates, and better overall student experience and satisfaction.
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1. INTRODUCTION
In higher education, one of the challenges that students face is identifying the proper set of courses to register for every semester so that they will successfully progress with their degree. While selecting courses, students consider different factors, like a balance between their personal preferences (interests, goals, and career aspirations) and the requirements of their degree programs. Students usually need to register for some elective courses. Some courses have prerequisites. These decisions are hard to make, and consequently, appropriate course selection is a non-trivial task for the students.

Courses can be selected based on example guides provided by each department, but these are not adapted to individual cases [6]. Students may get personalized assistance from academic advisors. However, the ratio of students to advisors is very high, which limits discussion time between an advisor and an advisee [11]. Lack of communication may result in unfavorable situations where students fail to cope with the course workload and become frustrated. As a matter of fact, the dropout rates at the undergraduate level of US colleges are alarming [10].

Data mining techniques and machine learning models can draw insights from historical data records and generate course recommendations to assist with student advising. Collaborative filtering algorithms and content filtering methods are the most common approaches in this field of research. Existing work has explored the sequential nature of course enrollment data, the words associated with course description data, and non-sequential approaches to prioritize students’ preferences and analyze their characteristics and skills to recommend courses for a semester or even multiple consecutive semesters. However, no prior study in the literature considers how well the courses would be suited to be taken together within a semester. Some courses are usually taken together if they cover complementary concepts. Also, it is not a good idea for a student to take some very heavy courses in the same semester. For example, if a student registers for three or four difficult courses in the same semester, that could lead to poor performance in some or all of them, as the student will not have enough time to study for all the courses. In the end, their semester grade point average (GPA) might be low compared to their efforts.

Students might be more likely to perform well if their courses are related and not so difficult to study altogether within a semester. The set of courses taken in a semester by past students can provide impactful insights to measure the correlation, relationship, and compatibility of a pair of courses. These notions can be captured by session-based recommendation approaches. We propose to adapt such approaches to rank courses not only based on their suitability but based on their synergy as well. There are long short-term dependencies in the sequence of courses taken semester-by-semester, and we can capture them by using deep learning models.

We explore two different models that capture these dependencies. First, we propose CourseBEACON, where we calculate the co-occurrence rate between a pair of courses to
capture and estimate their relationship. Then, we incorporate this notion of course compatibility into sequential deep learning models (recurrent neural networks) to perform the recommendation task. Second, in CourseDREAM, we create latent vector representation for each basket of courses taken in a semester which is helpful to capture the courses that are historically considered to be suitable to take within a semester. Then, we use recurrent neural networks (RNNs) to capture the sequential transition of courses over the sequence. Using real historical data, we evaluate these proposed approaches. They outperform other baselines or existing state-of-the-art approaches we examined. Our course recommendation model will be impactful in academic advising to help students with decision-making and decrease the risk of dropout cases. The paper is organized as follows. Sect. 2 introduces the background, notation, and related work, while Sect. 3 delves deeper into the two proposed approaches. Sect. 4 presents our experimental setup in detail. Sect. 5 shows our results and Sect. 6 concludes the paper.

2. BACKGROUND

2.1 Problem

Some courses are needed to fulfill degree requirements, others are elective. Usually, it is up to the students to decide which courses to take within a semester and in which semester they will take any required courses. While selecting courses, students must remember degree requirements and several factors such as personal preferences, course prerequisites, career goals, and which courses are needed to build knowledge for future courses. Universities naturally collect information about the course registration history of students. Insightful patterns can be extracted by analyzing the historical information of past students to recommend courses to future students. Course recommendation is a systematic way to evaluate which courses are appropriate for a student with the goal of making advising easier. By inspecting the student-course interactions, and sequential transitions of courses over the semesters of past students, we recommend courses for other students by implementing various data-driven techniques.

2.2 Definition of Terms and Notations

Considering the terminology used in general recommendation literature, we can consider each student as a user, and each course as an item.

A session is a finite amount of time for a user to complete a set of activities together. In this paper, we consider a student’s semester to be a session. A user can buy a set of items together in a session. A student can take a set of courses together within a semester. A basket is a similar notion to a session. In session-based recommendation models, we learn users’ preferences from the sessions generated during the consumption process and pay increasing attention to recent sessions as users’ preferences change and evolve dynamically. A session-based recommendation system recommends a set of items for the next session, for which we may or may not have some partial information (i.e., any items already present in the session). A next-basket recommendation is a special case when we generate a complete set of items for the next session (i.e., without any partial information). In this paper, we will recommend a complete set of courses for the next semester.

We adopt the following notation. We will use calligraphic letters for sets, capital bold letters for matrices or tensors, and lowercase bold letters for vectors. \( C \) indicates the set of all courses \( |C| = m \) and \( S \) denotes the set of all students \( |S| = n \). \( B_{i,t} \) represents a set of courses that i-th student has taken in semester \( t \). \( H_{i,t} \) is the course registration history of the i-th student, \( H_{i} = [B_{i,1}, B_{i,2}, \ldots, B_{i,t}] \), where \( t_{i} = |H_{i}| \) is the total number of semesters that the i-th student took courses. Additional notation is presented in Table 1. We will refer to the student and the semester we are trying to generate a recommendation for as the target student and semester, respectively.

2.3 Related Work

Researchers have analyzed different types of data to build course recommendation models using different techniques. In terms of types of data, many researchers used real-life course enrollment and course description datasets collected from universities’ data warehouses [1, 8, 22, 23, 27, 32], and others used online datasets collected from different online course platforms [5, 19, 34]. Moreover, some of the researchers collected data by taking feedback from students conducting surveys [8, 22]. Some researchers considered the grades of students in each course as a useful feature to recommend courses that students were expected to perform well [8, 15, 17, 19, 32]. Others did not consider grades as an important feature [1, 17, 22, 23, 34]. Very few researchers considered the interests and skills of students to choose a course [14, 28] by collecting students’ survey responses.

Different course recommendation systems have been proposed in the literature. Parameswaran et al. introduced the first course recommendation system based on constraint satisfaction [20]. Al-Badarenah et al. propose a collaborative filtering-based course selection system using a k-means clustering algorithm and an association rule mining method [1]. The Apriori algorithm (an association rule mining technique) has been used for a collaborative recommendation system for online courses [19]. There are some content-based filtering methods available in literature where researchers analyze course descriptions and course content to recommend courses [17, 18, 21, 22]. Pardos et al. propose a course2vec model (like word2vec model) for course recom-

---

### Table 1: Notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C ), ( S )</td>
<td>set of courses and students, respectively</td>
</tr>
<tr>
<td>( m, n )</td>
<td>cardinality of ( C ), ( S ), (</td>
</tr>
<tr>
<td>( p, q )</td>
<td>courses, ( p, q \in C )</td>
</tr>
<tr>
<td>( u )</td>
<td>student, ( u \in S )</td>
</tr>
<tr>
<td>( i, j )</td>
<td>index for student and course, respectively</td>
</tr>
<tr>
<td>( t )</td>
<td>index for semester</td>
</tr>
<tr>
<td>( B_{i,t} )</td>
<td>set of courses i-th student took in semester ( t )</td>
</tr>
<tr>
<td>( H_{i,t} )</td>
<td>course registration history of i-th student</td>
</tr>
<tr>
<td>( t_{i} )</td>
<td>total number of semesters for i-th student, ( t_{i} =</td>
</tr>
<tr>
<td>( k )</td>
<td>total number of courses to recommend</td>
</tr>
<tr>
<td>( R )</td>
<td>tensor ( R \in \mathbb{R}^{d \times n} ) with ( d ) latent dimensions</td>
</tr>
<tr>
<td>( F_{i,p,q} )</td>
<td>number of ((i, p, q)) triples for i-th student</td>
</tr>
</tbody>
</table>
In commercial recommender systems, there are different types of session to recommend correlated courses. Consider a set of courses taken in a semester as a session and correlation-sensitive score predictor. The basket encoder receives as input the sequence of courses taken in the previous semesters $[1,...,t_i-1]$ and the global correlation matrix, $M \in \mathbb{R}^{m \times m}$, which captures the relationships among courses within a semester (basket). The encoder produces a sequence of basket representations as output for each prior basket of a student. We feed these representations into the course basket sequence encoder where LSTM networks are used to recommend the next item capturing users' preferences and sequential relationships of items, by constructing a transition matrix observing item transitions over sessions for a user. Rendle et al. introduced the first next-basket recommendation system by presenting a factorized personalized Markov chain (FPMC) model [26]. The FPMC model can capture the first-order dependency of items. Long short-term dependency of items over the sequence of baskets can be captured by recurrent neural networks. Yu et al. propose a correlation-sensitive next basket recommendation model named Beacon to recommend correlated items using transaction data of online grocery shops [13].

Non-sequential approaches prioritize users' preferences of items over the sequential transition of items. Matrix factorization and tensor decomposition techniques have been used to recommend the next item capturing users' preferences of choosing one item over another item [7, 25]. Wan et al. propose a representation learning model triple2vec to recommend complementary and compatible items in the next basket [30]. A tensor decomposition technique has been proposed to recommend complementary items in the next basket by using RESCAL decomposition [7].

In this paper, we explore both sequential and non-sequential approaches for session-based recommendation to recommend a set of synergistic courses for the next semester. Moreover, our course enrollment data is different from transaction data of items, i.e., one item can appear multiple times in different sessions in a sequence of baskets for a user, but one course is most likely to appear one time in a sequence of semesters for a student.

## 3. SESSION-BASED COURSE RECOMMENDATION

We propose to use a session-based, sequential course recommendation system to capture the synergy between courses taken in the same semester. Even though some courses might be worth equal credit hours, the required working time load varies based on the difficulty of subjects [4]. Students' course load can impact their performance [2]. A good combination of courses can balance the workload of courses. The courses well-suited to be taken together could cover similar topics, be correlated, or just be not overwhelming for the students. The influence of co-taken courses has been considered important for other educational tasks, i.e., grade prediction and designing an early warning system [3, 9, 24].

We analyze the relationship and correlation of courses by incorporating the concept of session-based recommendation (SBR) for the first time in course recommendation. We consider a set of courses taken in a semester as a session and inspect the session to understand the relationship among the courses. Let $B_{i,t}$ be a set of courses of the $i$-th student at semester $t$. Given the courses for the first $t_i-1$ semesters for the $i$-th student as input, our target is to recommend a set of correlated courses, $c_1, c_2, ..., c_k$ for the target semester $t_i$ where $k$ is the number of courses to be recommended. We extend two popular session-based models, the Beacon model [13] to CourseBEACON, and DREAM model [33] to CourseDREAM, for the purpose of course recommendation.

### 3.1 Assumptions

We make the following assumptions in the context of course recommendations in higher education.

1. Time is discrete and moves from one semester to the next.
2. The courses are ordered over the sequence of semesters, but there is no order in the courses within a semester.
3. Learning is sequential; each course taken in a semester provides some skills and knowledge that will help to learn future courses in the following semesters. So, the sequence of courses matters in course selection.
4. Course registration history of students might provide beneficial insight into the curriculum and degree requirements when sufficient domain experts are not available.
5. We know the number of courses the student will take in the target semester.

### 3.2 CourseBEACON

We adopt the Beacon model to CourseBEACON to generate correlation-sensitive course recommendations for next semester. The framework has three components: correlation-sensitive basket encoder, course basket sequence encoder, and correlation-sensitive score predictor. The basket encoder receives as input the sequence of courses taken in the previous semesters $[1,...,t_i-1]$ and the global correlation matrix, $M \in \mathbb{R}^{m \times m}$, which captures the relationships among courses within a semester (basket). The encoder produces a sequence of basket representations as output for each prior basket of a student. We feed these representations into the course basket sequence encoder where LSTM networks...
capture the sequential association of courses over the sequence of semesters. Finally, we feed the output from the sequence encoder and the correlation matrix as inputs to the correlation-sensitive score predictor to produce the final scores for the candidate courses. We recommend the courses with the highest score for each student.

Building the Course Correlation Matrix We create the correlation matrix using all semesters available in training data. Let \( F \in \mathbb{R}^{n \times m} \) be the frequency matrix. For courses \( p, q \in C \), \( \forall p \neq q \), we count \( F_{p,q} \), which is the number of times \( p, q \) co-occur together in a basket (i.e., taken in the same semester). We normalize \( F \) to generate the final correlation matrix \( M \) based on the Laplacian matrix \( M = D^{-1/2}FD^{-1/2} \), where \( D \) denotes the degree matrix, \( D_{p,q} = \sum_{q \in C} F_{p,q} \) [12]. \( F \) and \( M \) are symmetric by definition.

Correlation-Sensitive Basket Encoder For each semester, we create a binary indicator vector for the set of courses that were taken by a student. We convert a basket of courses \( B_{i,t} \) to binary vector \( b_{i,t} \) of length \( m \) for the \( i \)-th student, where the \( j \)-th index is set to 1 if \( c_j \in B_{i,t} \); otherwise it is 0. We get an intermediate basket representation \( z_{i,t} \) for a basket \( B_{i,t} \) as follows:

\[
z_{i,t} = b_{i,t} \odot \omega + b_{i,t} \ast M,
\]

where \( \omega \) is a learnable parameter that indicates the importance of the course basket representation, the circle-dot indicates element-wise product, and the asterisk indicates matrix multiplication. We feed \( z_{i,t} \) into a fully-connected layer and get a latent basket representation \( r_{i,t} \) by applying the ReLU function in an element-wise manner:

\[
r_{i,t} = \text{ReLU}(z_{i,t} \Phi + \phi),
\]

where \( \Phi, \phi \) are the weight and bias parameters, respectively.

Course Basket Sequence Encoder We use the sequence of latent basket representations \( r_{i,t}, \forall t \in \{1, \ldots, t - 1\} \) for the \( i \)-th student as input in the sequence encoder. Each \( r_{i,t} \) is fed into an LSTM layer, along with the hidden output from the previous layer. We compute the hidden output \( h_{i,t} \) as:

\[
h_{i,t} = \tanh(r_{i,t} \Psi + h_{i,(t-1)} \Psi' + \psi),
\]

where \( \Psi, \Psi' \) and \( \psi \) are learnable weight and bias parameters.

Correlation-Sensitive Score Predictor We use the correlation matrix and the last hidden output as the input in the correlation-sensitive score predictor to derive a score for each candidate course. Let \( h_{i,t-1} \) be the last hidden output generated from the sequence encoder. First, we get a sequential signal \( s_t \) from the given sequence of baskets:

\[
s_t = \sigma(h_{i,(t-1)} \Gamma),
\]

where \( \Gamma \) is a learnable weight matrix parameter and \( \sigma \) is the sigmoid function. Using the correlation matrix, we get the following predictor vector for the \( i \)-th student of length \( m \):

\[
y_t = \alpha(s_t \odot \omega + s_t \ast M) + (1 - \alpha)s_t,
\]

where \( \alpha \in [0, 1] \) is a learnable parameter used to control the balance between intra-basket and inter-basket sequential associations of courses. The \( j \)-th element of \( y_t \) indicates the recommendation score of course \( c_j \) to be in the target basket of \( i \)-th student.

### 3.3 CourseDREAM

We propose the Course Dynamic Recurrent Basket Model (CourseDREAM), based on DREAM [33], to recommend a set of courses for the target semester. We consider two different latent representation techniques, max pooling and average pooling, to create a representation of a semester of courses. We use long short-term memory networks (LSTM) to capture the sequential transition of courses over the sequence of semesters and a dynamic representation of students which captures the dynamic interests of a student throughout their studies. For prediction, we calculate the score for each course \( \forall p \in C \) based on the most recent basket’s \( B_{i,(t-1)} \) dynamic representation. We recommend the courses with the highest scores for the target semester.

Latent Representation of Semester Each basket of the \( i \)-th student consists of one or more courses. The \( j \)-th course that \( i \)-th student took at semester \( t \) has the latent representation \( c_{i,j,t} \) with \( d \) latent dimensions. We create a latent vector representation \( r_{i,t} \) for the set of courses that the \( i \)-th student took in semester \( t \) by aggregating the vector representations of these courses, \( c_{i,j,t} \). We use two types of aggregation operations. First, in max pooling, we take the maximum value of every dimension over these vectors. The \( l \)-th element (\( l \in [1, d] \)) of \( r_{i,t} \) is created as:

\[
r_{i,t,l} = \max(c_{i,j,t,l}),
\]

where \( c_{i,j,t,l} \) is the \( l \)-th element of the course representation vector \( c_{i,j,t} \). Secondly, for the average pooling, we aggregate the courses’ latent representations in semester \( t \) by taking the average value of every dimension, as follows:

\[
r_{i,t,l} = \frac{1}{|B_{i,t}|} \sum_{j=1}^{|B_{i,t}|} c_{i,j,t,l}.
\]

Next, these representations of the sequence of baskets are passed to the recurrent neural network (RNN) architecture.

Dynamic Representation of a Student We incorporate LSTM networks in the RNN architecture where the hidden layer \( h_{i,t} \) is the dynamic representation of \( i \)-th student at semester \( t \). The recurrent connection weight matrix \( W \in \mathbb{R}^{d \times d} \) is helpful to propagate sequential signals between two adjacent hidden states \( h_{i,t-1} \) and \( h_{i,t} \). We have a learnable transition matrix \( T \in \mathbb{R}^{2m \times d} \) between the latent representation of basket \( r_{i,t} \) and a student’s interests, where \( 2m \) is the maximum length of the sequence of baskets for any student. We compute the vector representation of the hidden layer as follows:

\[
h_{i,t} = f(T_{r_{i,t}} + Wh_{i,t-1}),
\]

where \( h_{i,t-1} \) is the dynamic representation of the previous semester. \( f(\cdot) \) is the sigmoid activation function, i.e., \( f(x) = 1/(1+e^{-x}) \).

Score Generation The model generates a score \( y_{i,t} \) for all available courses that the \( i \)-th student might take at target semester \( t \) by using the matrix \( M \) with the latent representation of all courses and the dynamic representation of the student \( h_{i,t} \) as follows:

\[
y_{i,t,j} = M^t h_{i,t},
\]

where the \( j \)-th element of \( y_{i,t,j} \) represents the recommendation score for the \( j \)-th course.
Table 2: Data statistics

<table>
<thead>
<tr>
<th></th>
<th># students</th>
<th># courses</th>
<th># target baskets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>2973</td>
<td>618</td>
<td>14070</td>
</tr>
<tr>
<td>Validation</td>
<td>1231</td>
<td>540</td>
<td>2743</td>
</tr>
<tr>
<td>Test</td>
<td>657</td>
<td>494</td>
<td>1259</td>
</tr>
</tbody>
</table>

4. EXPERIMENTAL EVALUATION

4.1 Dataset
We used a real-world dataset from Florida International University, a public US university, that spans 9 years. Our dataset consists of the course registration history of undergraduate students in the Computer Science department. The grades follow the A–F grading scale (A, A-, B+, B, B-, C+, C, D, F). We only consider the data of students who have successfully graduated with a degree. We remove instances in which a grade less than C was earned because these do not (usually) count towards degree requirements [17]. We also remove an instance if a student drops a class in the middle of the semester. In this way, we keep course sequences and information that at least lead to successful graduation and may be considered good examples. We remove courses that appear less than three times in our dataset.

After preprocessing, we have the course registration history of 3328 students and there are 647 unique courses. We split the data into train, validation, and test set. We use the last three semesters (summer 2021, fall 2021, and spring 2022) for testing purposes and the previous 3 semesters (summer 2020, fall 2020, and spring 2021) for validation and model selection. The rest of the data before the summer 2020 term (almost seven years’ course registration history) are kept in the training set.

From the validation and test sets, we remove the courses that do not appear in the training set. We also remove any instances from the training, validation, and test set where the length of the basket sequence is less than three for a student. In other words, to generate recommendations we need the history of at least two previous semesters. The statistics of training, validation, and test data are presented in Table 2. Each student might correspond to multiple instances, one for each semester that could be considered as a target semester. For example, if a student took courses from fall 2019 until Spring 2021, they are considered in two instances on the test set (we generate recommendations from summer 2020 and spring 2021) and with three recommendations in the validation (target semesters: summer 2020, fall 2020, and spring 2021).

4.2 Evaluation metrics
As in prior work [13, 21, 23, 33], we used Recall@$k$ score as our main evaluation metric, where $k$ is the number of courses that the student took at the target semester.

$$\text{Recall}@k = \frac{\# \text{ of relevant recommendations}}{\# \text{ of actual courses in target semester}} \quad (10)$$

We essentially calculate the fraction of courses in the target semester that we correctly recommended to a student. In the subsequent sections, we report the average score over all the recommendations, i.e., target baskets. Recall and precision scores are equal as we recommend as many courses as the target student will take in the target semester. We also calculate the percentage of students for who we offer at least one relevant recommendation ($\%\text{rel}$) as:

$$\%\text{rel} = \frac{\# \text{ instances with } \geq 1 \text{ relevant recommendation}}{\# \text{ total instances}} \quad (11)$$

This metric captures the ability of our recommendations to retrieve at least one relevant course for each student.

4.3 Experimental setting
We use the training set to build the models, and we select the parameters of the model with the best performance, based on the Recall@$k$ metric, on the validation set. For the model selected, we calculate the evaluation metrics on the test set.

For the CourseBEACON model, for parameter $\alpha$, we have tested the values $[0.1, 0.3, 0.5, 0.7, 0.9]$. $\alpha$ balances the importance of intra-basket correlation and inter-basket sequential association of courses. The lower value of $\alpha$ prioritizes the sequential association more than the intra-basket correlation; a higher value prioritizes the correlation of courses within the basket more. We also examined embedding dimensions=$[16, 32, 64]$, hidden units=$[32, 64, 128]$ of LSTM networks, and dropout rates=$[0.3, 0.4]$. For the CourseDREAM model, we used both max pooling and average pooling, however, the outcomes were very similar. In this paper, the results are reported with the average pooling technique. We tried LSTM layers=$[1, 2, 3]$, embedding dimensions=$[8, 16, 32]$, and dropout rates=$[0.3, 0.4, 0.5, 0.6]$ for the CourseDREAM model.

4.4 Competing approaches

4.4.1 Non-sequential baseline
We use a popularity-based approach as a non-sequential baseline for course recommendation. Incorporating the hashing technique, we create a dictionary for each semester, starting from the first semester of each student, and count how many students take course $p \in C$ in that semester of their studies. The top courses with the highest frequency at the $t$-th semester are recommended for the $t$-th semester of a target student. For example, if we have a student, and the target semester is his fourth semester in the program, we will recommend the most popular courses that students in the training set take in their fourth semester.

4.4.2 Sequential baseline
We use a popular sequence-based approach as our sequential baseline for course recommendation. For each pair of courses $p, q \in C$, we check how many students took course $q$ after course $p$. We create a bipartite graph with pairs of courses on consecutive semesters available in the training data. Courses are nodes and the weight of a connecting edge increases by 1 if one course comes before another course (i.e., weight($p, q$) := 1 if course $p$ is taken just before course $q$ by a student). We normalize the weights as follows:

$$\text{weight}(p, q) = \frac{\text{weight}(p, q)}{\sum_{r \in C} \text{weight}(p, r)} \quad (12)$$
Given the courses that a target student took the previous semester, \( B_{t_{i-1}} \), we can recommend a set of courses for the \( t_i \)-th (target) semester. The recommendation score of a course is measured based on the summation of the weights from all the courses of the previous semester to this course in our created bipartite graph.

### 4.4.3 Tensor decomposition

We re-implement the session-based tensor decomposition technique [7] to recommend courses for the upcoming semester. This model prioritizes users’ preferences of items in a basket over the sequential nature of items in the basket sequence of users. Using the training data, we create tensor \( F \in \mathbb{R}^{m \times m \times m} \), where \( F_{i,p,q} \) stores the number of times that courses \( p, q \) are taken together in the same semester from the \( i \)-th student. This tensor is very sparse, as there are many pairs of courses \( p, q \) that are not taken together by each student.

So, we use the RESCAL tensor decomposition technique with factorization rank, \( d \), to get the approximate value of \( F_{i,p,q} \). We calculate the matrix \( A \) (course embedding, \( A \in \mathbb{R}^{m \times d} \)) and tensor \( R \) (user embedding, \( R \in \mathbb{R}^{d \times d \times n} \)), and then, we calculate \( F_{i,p,q} = Q_p \ast A_i^T \) where \( Q_p \) is the query vector, i.e., the dot product of \( A_p \in \mathbb{R}^{1 \times d} \) for course \( p \) and \( R_i \in \mathbb{R}^{d \times d \times 1} \) for \( i \)-th student. To speed up the recommendation process, we implement a hashing technique by using the approximate nearest neighbor (ANN) indexing library, ANNOY. In this case, the query vector, \( Q_p \), is calculated for any course \( p \) taken by \( i \)-th student and we find the courses \( q \) which are nearest neighbors to the query vector using annoy indexing and calculate \( F_{i,p,q} \) for those \( p,q \) pairs. Then, for the \( i \)-th student, we recommend the courses \( q \) that have the highest \( F_{i,p,q} \) scores based on the courses \( p \) that the student has already taken.

We tried different rank values for factorization, \( d\in[1, 2, 3, 4, 5, 8, 10, 15, 20, 50] \), and different numbers of nearest neighbors \([5, 40, 100]\) for ANN indexing. However, we observe better results when we do not use ANN indexing which takes the maximum number of nearest neighbors (all available courses) into consideration.

#### 4.4.4 Scholars walk

We use the Scholars walk model [23], a non-session-based approach to recommend a set of courses for the next session. First, we calculate matrix \( F \in \mathbb{R}^{m \times m} \) that contains the frequency \( F_{p,q} \) of every pair of consecutive courses \( p,q \in C \). We normalize \( F \) to get the transition probability matrix, \( T \). Then we perform a random walk on the course-to-course graph that is described by \( T \). The probability of the walker reaching the vertices after \( K \) steps gives an intuitive measure that is useful to rank the courses for a student to offer a personalized recommendation. We use the scholars walk algorithm to perform a random walk with restarts which guides us to consider direct and transitive relations between the courses.

We tried the following value for the parameters: the number of steps allowed\([1,2,3,4,5]\); \( alpha=\{1e-4, 1e-3, 1e-2, 1e-1, 0.2, 0.4, 0.6, 0.7, 0.8, 0.85, 0.9, 0.99, 0.999\} \); \( beta \) values from \( 0 \) to \( 1.6 \) with step \( 0.1 \).

### Table 3: Performance comparison in terms of Recall@k.

<table>
<thead>
<tr>
<th>Model</th>
<th>Validation</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non Sequential baseline</td>
<td>0.1600</td>
<td>0.1039</td>
</tr>
<tr>
<td>Sequential baseline</td>
<td>0.2991</td>
<td>0.2470</td>
</tr>
<tr>
<td>Tensor Decomposition</td>
<td>0.1596</td>
<td>0.1300</td>
</tr>
<tr>
<td>Scholars Walk</td>
<td>0.3619</td>
<td>0.2679</td>
</tr>
<tr>
<td>CourseBEACON</td>
<td><strong>0.3859</strong></td>
<td>0.2948</td>
</tr>
<tr>
<td>CourseDREAM</td>
<td>0.3856</td>
<td><strong>0.3023</strong></td>
</tr>
</tbody>
</table>

![Figure 1: Percentage of instances with at least one relevant recommendation](image)

### 4.5 Recommending courses

We recommend the top courses for the target semester \( B_{t_i} \) based on the predicted score \( y_{c_{ij}} \) for course \( c_j \) for \( i \)-th student. The scores demonstrate how likely is for each course to be taken on the next semester with respect to both correlation of courses within the semester and sequential associations of courses over the semesters. We also create a list of courses for each semester \( t \) observing which courses are offered and available for all students. During post-processing, while recommending courses for a student, we filter out the courses which the student took in any previous semester and the courses which are not offered at that target semester [21, 23]. Then, we recommend the top \( k = |B_{t_i}| \) courses based on the highest scores for that student.

### 5. RESULTS

In this section, we will discuss the performance of our proposed approaches compared to the state-of-the-art sequential and non-sequential session-based or non-session-based approaches. We will also present how the hyperparameters affected the overall performance of our models.

#### 5.1 Performance Comparison

The performance results of our proposed approaches and other competing approaches are shown in Table 3. We present Recall@k score for both the validation and test data. The percentage of relevant recommendations (%rel, percentage of at least one correct prediction for each instance) is presented in Figure 5.1.
First, if we only consider existing approaches, the best performing model is Scholars Walk. This model achieves recall performance around 26.79% and produces at least one relevant recommendation for 52.42% of the instances. On the opposite side, the non-sequential baseline performs particularly badly. The reason might be that in our school, we have a lot of transfer students, and the courses that they take in their second semester for example might be very different from traditional students.

Second, sequential approaches (sequential baseline, Scholars walk, CourseBEACON, CourseDREAM) outperform the non-sequential approaches (non-sequential baseline and tensor decomposition). This indicates that the sequence of courses over the semesters is an important factor in course selection. Sequential approaches can capture the student-course interaction along with the sequential transition of courses. On the contrary, non-sequential approaches just capture student-course interactions and students’ preferences. We actually tested another non-sequential approach, BPR-MF, but the recall results were as low as the Tensor Decomposition, and we decided to only present one of these non-sequential approaches.

Third, our proposed session-based approaches outperform all the other competing approaches for course recommendation that we tested. We have the highest Recall@k all the other competing approaches for course recommendation. The reason might be that in our school, we have a lot of transfer students, and the courses that they take in their second semester for example might be very different from traditional students.

Fourth, deep learning models (like LSTM networks) can capture the sequential transition of courses over the sequence of semesters. Incorporating the notion of the suitability of courses co-taken within a semester produces more accurate and useful recommendations.

### 5.2 The effect of different hyperparameters

First, we examine how the parameter $\alpha$ affects the results of the CourseBEACON model. In Fig. 5.2, we present the Recall@k of the validation and test set achieved for different values of $\alpha$ for the combination of parameters that have the best Recall@k (dropout rate = 0.4, embedding dimension $d = 64$, and hidden units = 128). We observe that lower values of $\alpha$ provide better performance, with the best model having $\alpha = 0.3$. This means that the sequential transition of courses plays more importance than the intra-basket correlation of courses within a semester. However, we still need to consider the relationship between courses taken in the same semester for course recommendation. This is what gives an advantage to these session-based models.

![Figure 2: The effect of $\alpha$ in CourseBEACON model](image)

Next, we examine the performance of the CourseDREAM model with respect to the parameters of embedding dimension and number of RNN layers in Table 4. Here, we have set dropout rates to 0.4, which gives us the best-performing model. We observe that the number of LSTM layers and the number of embedding dimensions do influence the results. Except for the case of 8 embedded dimensions, our models benefit from the increased number of RNN layers, which capture more complex patterns in the data.

<table>
<thead>
<tr>
<th>embedding dimensions</th>
<th>RNN layers</th>
<th>Validation</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>1</td>
<td>0.3587</td>
<td>0.2782</td>
</tr>
<tr>
<td>32</td>
<td>2</td>
<td>0.3559</td>
<td>0.2792</td>
</tr>
<tr>
<td>32</td>
<td>3</td>
<td><strong>0.3856</strong></td>
<td><strong>0.3023</strong></td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>0.3706</td>
<td>0.2882</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>0.3649</td>
<td>0.2943</td>
</tr>
<tr>
<td>16</td>
<td>3</td>
<td>0.3770</td>
<td>0.2990</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>0.3721</td>
<td>0.2958</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>0.3602</td>
<td>0.2826</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>0.3312</td>
<td>0.2659</td>
</tr>
</tbody>
</table>

### 6. CONCLUSION

We propose the use of session-based recommendation approaches for recommending suitable and complementary courses for the upcoming semester. In particular, we introduce CourseDREAM and CourseBEACON, two sequential session-based approaches that capture the relationship of the co-taken courses in different ways. Our experimental results show that our proposed models outperform all the sequential and non-sequential competing approaches. CourseDREAM can provide more relevant recommendations for the students so that recommended set of courses are related and more likely to be taken together within a semester. Our models will be helpful in advising students to achieve better performance overall and graduate on time.
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