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ABSTRACT 
In this paper, a proof of concept is shown to generate formative 

textual feedback in an online course. The concept is designed to be 

suitable for teachers with low technical skill levels. As state-of-the-

art technology still does not provide high-quality results, the 

teacher is always held in the loop as the domain expert who is sup-

ported by a tool, and not replaced. The paper presents results of our 

proposed approach for semi-automatic feedback generation using a 

real-world university seminar, where students create sample micro-

learning units as online courses, for which they get feedback for. A 

supervised machine learning approach is trained based on learner 

submissions features, and the feedback, that was chosen by teachers 

in former submissions. The results are promising. 
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1. INTRODUCTION 
Feedback is considered essential for supporting successful learning 

processes and outcomes [1]. Feedback can be defined as „infor-

mation provided by an agent (e.g., teacher, peer, book, parent, self, 

experience) regarding aspects of one’s performance or understand-

ing” [1]. However, the timely provision of elaborated individual 

feedback is limited due to large student cohorts and limited re-

sources in higher education. The lack of resources results in 

predominant use of summative assessments (and feedback) [2], 

which are often used at the end of a learning unit or course for grad-

ing and certification purposes if predefined objectives are met [3]. 

Due to heterogeneous students, the provision of individual support 

is even more relevant. Therefore, formative assessments aiming at 

providing students feedback on their performance or next learning 

steps is crucial. Instead of being distinct concepts, the functions of 

formative and summative assessments are on a continuum as such 

that the engagement with assessment tasks or the potential feedback 

can result in a change of learners’ behavior [4]. In sum, elaborated 

feedback offering information on task-, process- and self-regulation 

level has been found to be most effective for learning success [5]. 

This includes an understanding of the learning goals that need to be 

achieved („Where the learner is going”), assessing the evidence of 

learning („Where the learner is right now”), and the provision of 

feedback on how to achieve the designated learning goals [6]. How-

ever, even with the increased use of digital learning environments 

and methods such as learning analytics the provision of informative 

feedback at scale is challenging [7] and time-consuming. Due to the 

need of extra resources, formative feedback is often not provided at 

all, or solely on the correctness, in the form of sample solutions or 

short paragraphs. The paper aims to support teachers in the process 

of giving textual feedback. 

2. RELATED WORK 
Automated feedback can be characterized based on several proper-

ties [8]: a) the adaptiveness of the feedback; b) its timing; c) 

learners’ control over the feedback: and d) the purpose of the feed-

back. Automated feedback can for example be not adaptive at all, 

dependent on students’ solution to a task or also on their character-

istics and learning behavior. Timing of the automated feedback can 

be immediate after the action, upon request or at the end of a task. 

The feedback provision might further be controlled by the learner 

for example with regards to the amount and frequency of feedback, 

the timing, its appearance. The need for control has also been 

brought up by studies investigating students’ preferences of auto-

mated interventions (e.g. [9]). The purpose of the feedback refers 

to simple corrective feedback, suggestion of future actions, addi-

tional information, or motivational feedback [8]. Despite the 

examination of computer-generated feedback for decades; still the 

creation of highly informative feedback is very complex, where 

machines can be supportive, but do not replace teachers [10]. As 

texts created by learners are manifold and diverse it is hard to eval-

uate them automatically [11]. Due to the low quality of computer-

generated feedback, its use can lead to high frustration [12]. For 

example, available state-of-the-art automatic writing evaluation 

tools, such as proofreading tools to detect mistakes in submissions 

of language learners, do not meet teachers’ expectations [13]. 

Hence, the teacher is vital for the provision of feedback. Thus, in-

stead of providing computer-generated feedback to learners 

directly, a teacher-in-the-loop approach is of high importance. 

Therefore, the process to create feedback must be intuitive without 

the need for complex adjustments.  

In the domain of education, decisions coming from computer-gen-

erated feedback tools must be explainable. This is a key component 

of the trusted learning analytics approach (TLA) [14]. One possible 

solution is the tool OnTask [15], which can principally be used to 

generate texts based on pre-defined text snippets and rules that use 

trace data. Based on such rules, decisions can be justified and ex-

plained. If for example, the learner submits a text and the tool 

recognizes that the learner skipped watching a related learning 

video, which is implemented as a rule, then feedback is given using 

the snippet with the advice to have a deeper look at the learning 
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material. However, it is essential to educate teachers so that they 

get an understanding of the versatility of such software. Teachers 

must have scenarios in mind, which must be implemented in rules. 

From the practical perspective, this is a pitfall as teachers want to 

focus on their domain to create learning material and not on scenar-

ios that possibly can exist [12]. Hence, feedback is mainly limited 

to tasks, where feedback can be predefined. For multiple-choice 

questions, feedback can be given if the correct choices are selected, 

but also for incorrect selections, respectively. Considering textual 

submissions, the state-of-the-art Moodle, and H5P versions allow 

searching for specific keywords. If they are missing in the text, 

feedback can be provided. Nevertheless, such feedback assumes 

that the learner uses concrete vocabulary (or synonyms, that are 

predefined by the teacher). If they use other words or descriptions, 

they still get the same feedback as others, which can lead to frus-

tration. If learner texts are aimed to be evaluated on an individual 

level automatically, the topic of automatic essay scoring (AES) 

emerges. There, texts are scored, intending to compare learners’ re-

sults. Most AES systems have in common, that they need to be 

trained with a large sample size with annotated texts and they ex-

tract a huge number of linguistic features [16]. Exemplarily, the 

AES „IntelliMetric” [17] extracts over 300 features, ranging from 

conceptual, and structural features to rhetorical attributes [18]. 

First, the approach examines cohesiveness and consistency. Then, 

the scope of the content is analyzed, followed by an evaluation of 

text structure, and transitional fluency. Then, sentence structure is 

investigated, using sentence complexity with readability metrics, 

and syntactic variety. Finally, mechanics and conventions are ana-

lyzed, to test whether the text is in line with standard American 

English (spelling, grammar, etc.) [16]. However, most tools are not 

open-source and rely on financial benefits. Thus, their application 

is limited to institutes, which have the budget to spend.  

3. FRAMEWORK 
Following Deeva et al. [8], automated feedback can be expert-

driven as in the rule-based systems (e.g., OnTask), or data-driven 

considering student data using algorithmic approaches or a combi-

nation of both. In the proposed framework, the importance of the 

teacher in the loop is emphasized. The idea of having the teacher-

in-the-loop is extended by Rüdian et al. [19] to connect learner sub-

missions with feedback by exploring derived NLP features and its 

relation to feedback given in concrete contexts. To the best of our 

knowledge, this concept has not been applied to a real-world online 

course setting. Thus, we focus on the research question of whether 

there is a set of NLP features (extracted from learner submissions), 

that are predictive to auto-select ratings, which were previously se-

lected by teachers. 

The approach proposes a teacher-in-the-loop approach that is based 

on pre-defined text snippets to provide feedback on task-level. Such 

snippets can be extracted from already given feedback texts or best 

practices in the literature. Text snippets must meet the condition to 

be related to a scale (e. g., Likert scale, binary (yes/no) scale). In 

the training process, teachers create feedback by selecting pre-de-

fined text snippets. The idea of using such snippets is not new, but 

a helpful step for teachers to reduce the required time to create feed-

back [19]. Then, snippets are stored including the rating on the 

scale, e. g. whether a learner correctly applied a concept, or not. 

NLP features are extracted from user artifacts (e. g. textual submis-

sions). Features can be based on sentiment analysis, word-sense 

disambiguation, argument mining, or others [18]. Such features are 

then used to train a supervised machine learning approach, aiming 

to predict ratings on evaluation criteria. Explainable methods such 

as the Naïve Bayes classifier [20] are favored to follow the TLA 

approach. For all labels that can be predicted with acceptable accu-

racy, a model is stored. Then, for new learner artifacts of the same 

task, ratings can be predicted. The teacher gets those predictions so 

that related text snippets are automatically pre-selected when the 

teacher aims to create feedback. Based on those selections, a final 

feedback text is generated. Besides, a reinforcement learning ap-

proach is used. The teacher can change pre-selections. Thus, new 

training data are continuously created to train the model with more 

data to become more generalizable. Also, the student can evaluate 

feedback to obtain a critical view of its applicability. The main idea 

is to separate teachers from the machine learning approach, that 

runs in the background. 

4. STUDY DESIGN 
In a university seminar, students have the task to design a micro-

learning online course (~15-25 min) covering a topic of their 

choice. Students create courses in a Moodle instance. 33 courses 

are created. They receive feedback from a tutor who uses a form of 

28 evaluation criteria and selects whether the criteria are fulfilled. 

Selections must be rated on a Likert (5=totally agree to 1=totally 

disagree) or binary scale (the latter is used for the case, where only 

two options exist). For binary options, also 5 (agree), and 1 (do not 

agree) are used. Feedback criteria are based on literature research 

to rate the quality of an online course. In detail, clearness, instruc-

tions, and learning materials are rated, whether appropriate 

feedback is given [23], learning goals and expectations are included 

[24], a target group is defined, and whether the course content is 

appropriate for those learners [25]. Further, it is rated whether de-

signed tasks have an appropriate difficulty level and whether final 

tests are suitable to evaluate knowledge gain [26], and, of course, 

the correctness of the created learning material. 

The tutor uses the system to generate a feedback text, based on 

his/her selections, which is the standard process in this setting to 

provide feedback. The automatically generated text can be changed 

or enhanced by the tutor. However, as to date, further text adjust-

ments are only used to a negligible amount by the tutors; this will 

be investigated at a later stage in more detail and is not covered in 

this paper. Selected feedback options are stored for each course that 

is submitted by students. Those courses are the artifacts and build 

the base for the data set. Thus, the courses are used as the input 

variables and the aim is to pre-select the rating on the evaluation 

criteria, that are used to generate the textual feedback.  

Then, an experimental analysis is done to examine the predictabil-

ity of the items. Textual features must first be extracted from all 

courses. To do that, courses are transferred to a CSV file using 

Moodle backups of the courses, and from that, the main information 

is extracted. Each line is related to an item of the course progres-

sion. The CSV file contains the item type (more detailed, whether 

H5P is used, a content page is created, or the Moodle quiz tool is 

used). It contains the header of the item, the content, and in case of 

interactive items (H5P/quiz), also questions including responses, 

correctness, and feedback. Based on that information, the course 

can principally be reconstructed. As a CSV file is created for each 

course, a transfer to a feature vector is required, containing the same 

number of features for each course, aiming to train a predictive 

model. 

The following features are extracted and stored in a new CSV file: 

(1) Number of items, including types (H5P, pages, Moodle 

quiz, videos), 

(2) Text complexity metrics of the content, and questions 

(Flesh Reading Ease [25], or Gunning Fog Index [26]), 



(3) Use of keywords in texts („target group”, „references/lit-

erature”), 

(4) Number of items, where feedback is given, namely feed-

back given on wrong, or correct responses, and overall 

feedback, 

(5) Polarity and subjectivity of contents. 

Before training an approach to make predictions, the distribution of 

selected options is analyzed to detect highly imbalanced options. 

Due to the limited number of courses (33), ratings on a Likert scale 

are not well balanced. To be still able to predict those ratings, rat-

ings are transformed to a binary scale on indicating that the criterion 

is met (5, criterion passed) and one representing all other values (1-

4; at-risk, criterion failed). Criteria, that are still imbalanced (like 

all students fulfilled them), are filtered out as it is not worth exam-

ining predictability due to the limited dataset. To give an example: 

All students described the learning goal in their course. Thus, there 

is no low rating for the criterion, so it can be ignored. For the re-

maining ones, distributions are explored to see whether there is a 

remarkable difference, considering all features separately. Those, 

where a difference can be seen, are selected for the proof-of-con-

cept. Then, a Naïve Bayes model is trained, as it is easy to interpret 

probabilities, which fulfills the TLA condition. Besides, it can eas-

ily be extended to a multidimensional problem and the resulting 

trained model can easily be implemented by using web technolo-

gies without the necessity of deploying complex computational 

power. The resulting predictions are evaluated using 5-fold cross-

validation. 

5. RESULTS 
Based on the initial analysis of the distributions of binary ratings 

for all criteria and all features, the target variable is chosen on 

whether the learning goal is covered by a final test. There have 

been 11 failed and 22 passed cases. For the selected target variable, 

the corresponding extracted features distributions with a focus on 

the target class has been visually analyzed and the most promising 

4 features have been selected for the initial proof-of-concept. Se-

lected features are: the number of Moodle quiz items; the number 

of feedbacks given for correct responses; question readability 

grades ARI (Automated Readability Index); and question readabil-

ity grades for Flesch Reading Ease (FRE). Remaining features are 

excluded. The corresponding distributions are depicted in Figure 1. 

 

Figure 1: Distributions of binary classes for four features.  

Both cases (passed vs. at-risk/failure) are plotted with red, and blue 

colors. For selected features, differences in distributions can be 

seen. This is a good sign, as those features split the dataset by the 

binary ratings in general. Following the selected features, the Naïve 

Bayes model with Gaussian kernel is trained using 10-fold cross-

validation. The error is estimated using 5-fold cross-validation cov-

ering the complete data set. Thus, the process of error estimation 

and model training is as following: data is divided into 5 folds using 

stratified sampling without replacement and in 5 steps, the model 

is trained using 4 folds of input data via 10-fold cross-validation 

and the error is estimated with the remaining 1 data fold.  

To simplify the model for the deployment, we explored 5 different 

scenarios: using each feature separately (4 scenarios) and using se-

lected features together to train the model. Table 1 reports the 

results using mean values accuracy (Acc), precision (P), and recall 

(R) in 5 rounds of cross-validation. P and R are computed for both 

classes (passed and at-risk/failed) to understand their predictive 

power (guessing would be .5 for the binary option). As visible, the 

feature of the „number of given feedback on correct responses” out-

performs scenario 5, where all features are used together.   

Table 1. Results for four features. 

Feature  Acc P R P R 

  passed failed 

Number items quiz .68 .74 .78 .63 .46 

Number of given feedback on 

correct responses 

.75 .87 .77 .63 .73 

Question readability ARI .76 .80 .86 .81 .56 

Question readability FRE .73 .75 .90 .60 .43 

All features .71 .77 .77 .63 .60 

6. DISCUSSION 
Compared to a pre-defined rule-based approach the proposed ap-

proach allows to provide more fine-grained feedback and dynamic 

support. Furthermore, it aims at enhancing teachers’ practices and 

reducing their workload for providing highly informative feedback 

on text artifacts. Thus, the approach considers the limited resources 

in higher education for providing formative feedback but still ena-

bles learners to derive appropriate future learning activities. Due to 

complexity of algorithms and their limitedness of providing action-

able outcomes a major concern in educational settings is the limited 

acceptance of the stakeholders. This might be avoided by the sim-

plicity of the proposed approach that enables teachers to create 

feedback without the need for abstract technical skills plus by being 

grounded in the idea of TLA of having the human in the loop of an 

explainable approach.  

This proof-of-concept is limited as only data of students that agreed 

to share their data for this research were analyzed resulting in 33 

submissions which might have led to biases. This calls for future 

research with larger data sets. 

From a statistical perspective, computational complexity involves 

the estimation of the Gaussian distribution during the model train-

ing and then, it compares two posterior probabilities. In the final 

model, only two equations (for estimation of the probabilities) and 

their comparisons are computed. We also limited ourselves to the 

most promising features and selected one criterion for which the 

concept is working well. The training step is required for each cri-

terion, requiring to create 28 separate models. Thus, in future a 

more refined approach which can do the estimation at once (for ex-

ample by mapping the separate criteria to another dimension, where 

one number reflects unique criteria combination) will be explored. 

The restriction to binary cases is necessary to simplify the small 

dataset, in future work either the one-vs.-rest/one-vs.-one approach 

or a regression model for proper estimation of the scale values will 

be investigated. However, if this is aimed to be examined, the da-

taset must be extended with further samples.  

The accuracy of using all features suggests, that the model tends to 

overfit with higher dimensions. Using one feature leads to better 



results, less computational complexity, and ease of use. Values of 

precision and recall are better in general for the case of passed class. 

This is probably because even with the selected binary target value, 

classes are imbalanced. Thus, the trained model prefers positive 

cases due to a better fit of the distribution. Further, we used a hand-

ful of NLP features, extracted from learner submissions. Exploring 

more linguistic features is of high interest to explore its predictive 

power. However, the approach needs to be enhanced further to sup-

port the teacher more as still the human needs to validate the 

feedback which might be also time-consuming. Furthermore, also 

students’ behavioral data should be considered, for example, to de-

termine the timing of the feedback as well as its properties (e.g., 

provided by a system or an e-mail of the tutor (see further [27]). As 

the uptake and actual use of feedback by the students is key for its 

effectiveness [28], their perceptions of the feedback [7] as well as 

their actions taken need to be investigated in more detail. Using 

experimental study designs the impact of the feedback on students’ 

learning processes and outcomes will be investigated in detail. In 

sum, the proof-of-concept is promising, and predictions have been 

working in the concrete setting. 
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