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ABSTRACT
Massive open online courses (MOOCs) are online courses
for multiple learners with different backgrounds, including
English-as-a-second-language (ESL) learners. In a MOOC,
course concepts are important for diverse learners to grasp
what they can learn in the course and its prerequisite knowl-
edge. Previous studies have explored methods to automat-
ically extract concepts from course videos or identify pre-
requisite concepts in a course. However, as a concept typi-
cally consists of several words, it could be difficult for ESL
learners to understand what a concept means if they do not
know the words in the concept. For example, for “geospatial
data,” many of them may need an additional explanation of
what “geospatial” means in addition to the explanation of
the concept. This paper extensively analyzes the readabil-
ity of MOOC concepts using an openly-available manually-
annotated MOOC-concept dataset on computer science and
economics and a vocabulary test result dataset of ESL learn-
ers with different English skills. We found that the percent-
age of concepts for which an ESL learner is likely to know
all the words is only 25.8% in computer science. In eco-
nomics, the value is 56.5%. This implies that ESL learners
usually require additional vocabulary explanations to under-
stand MOOC concepts. We also show qualitative analyses
and that almost half of the concepts are unreadable to ESL
learners.
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1. INTRODUCTION
Massive open online courses (MOOCs) are online lecture
courses intended for use by a large number of learners with
different backgrounds, including English-as-a-second-language
(ESL) learners. In MOOCs, students learn numerous knowl-
edge concepts, or course concepts, some of which are taught
in the course, whereas others are prerequisites of the course.
Course concepts are important because learners “with dif-

ferent backgrounds can grasp the essence of the course” [5].
Previous studies have focused on extracting course concepts
automatically from course video recordings [5] or identify-
ing prerequisite concepts of a course [5]. However, MOOC
learners also include ESL learners. How much additional ef-
fort is required to ensure that ESL learners understand the
concepts taught in the course? No previous study has exten-
sively investigated this research question, which we address
in this paper.

For example, consider the concept of “big data.” ESL learn-
ers who are willing to listen to an English course usually
know both “big” and “data” because both “big” and “data”
are high-frequency words on the general corpus; therefore,
they are likely to have been mastered by the learners in their
previous English studies. In this case, the teacher only needs
to explain what “big data” is. Therefore, the effort to teach
this concept to ESL learners is almost the same as that to
native English speakers. In contrast, when considering the
concept of “geospatial data,” it is possible that many ESL
learners do not know the meaning of the word “geospatial”.
“Geospatial” is a specialized word that is rare in general
corpora. While native English speakers may only need an
explanation of “geospatial data,” an ESL learner may need
an additional explanation of what “geospatial” means, such
as “something related to locations and maps.” No previous
studies have extensively studied the difference in the effort
required to teach a concept to native English speakers and
ESL learners.

This study estimates how much additional effort is required
when teaching concepts to ESL learners using an openly
available manually checked MOOC concept list dataset. Specif-
ically, we estimate which words learners are likely to know
the meaning of by using a machine-learning method that
takes vocabulary test results and the frequency of the gen-
eral corpus as features. We experimented with manually
annotated concept datasets from online courses in computer
science and economics. The experiment showed that 60% of
the concepts consisted of two English words, and approxi-
mately half of the concepts are not readable to almost all
learners in the learner vocabulary dataset that we employed.

2. DATASETS
Unlike academic wordlists and specialized terminology ex-
traction studies and their datasets, MOOC concepts refer to
the specific knowledge taught in MOOCs. One of the openly
available English course concept datasets manually verified
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Table 1: Bigram concepts with largest difference between two
words in computer science.

Words Difference Mean Prob.

right subtree 0.655 0.215

left subtree 0.642 0.212

block tridiagonal 0.581 0.190

Table 2: Bigram concepts with largest difference between two
words in economics.

Words Difference Mean Prob.

OCO order 0.621 0.215

rediscounted rate 0.602 0.210

salesforce management 0.596 0.209

is that of [5], which is a collection of concepts taken from
eight computer science and economics courses on Coursera,
one of the most popular English MOOCs. While larger
MOOC concept datasets are available in subsequent stud-
ies, namely MOOCCube and MOOCCubeX, they are taken
from XuetangX, which mainly consists of Chinese courses.
Hence, throughout the paper, we use the dataset by [5].

To answer our research question, we also need a dataset from
which we can obtain what kinds of words ESL learners know.
Since MOOCs are intended to offer courses for many learners
with diverse backgrounds over the Web, the ESL learners of
the dataset are also preferred to have been collected on the
Web. Few datasets meet this criterion because, in most ESL
datasets, ESL learners are classroom students of a school;
hence, they are not diverse. One such dataset is [1], in which
100 ESL learners answer 100 vocabulary questions. The
learners of this dataset were collected using crowdsourcing;
hence, they have more diverse backgrounds than classroom
learners.

3. EXPERIMENTS
The dataset of [5] contains eight Coursera computer sci-
ence and economics courses, including their transcripts. Hu-
man annotators manually annotated whether k-grams in the
transcripts were course concepts or not. In computer sci-
ence, in total, the dataset has 4,096 concepts; nearly 60%
of them consist of two words (bigrams), 18% one word (un-
igrams), and 22% three words (trigrams). In economics, in
total, the dataset has 3,652 concepts; nearly 66% of them
consist of bigrams, 10% unigrams, and 24% trigrams.

We also built a classifier that predicts how likely a word is
to be known to a learner. To this end, we used the learner

Table 3: Bigram concepts with smallest difference between
two words in computer science.

Words Difference Mean Prob.

learning rule 9.94×10e-5 0.645

thread programming 3.74×10e-4 0.468

network traffic 4.38×10e-4 0.614

Table 4: Bigram concepts with smallest difference between
two words in economics.

Words Difference Mean Prob.

federal agency 3.16×10e-6 0.643

quantitative easing 3.69×10e-5 0.426

domestic cresit 1.04×10e-4 0.659

Figure 1: Histogram of Concepts Known to Learners in com-
puter science.

Figure 2: Histogram of Concepts Known to Learners in eco-
nomics.



vocabulary test dataset of [1]. We built a machine-learning
classifier that, given a learner and a word, classifies whether
the learner knows the word. Following [1], we used one-
hot vectors for learner features and word frequencies taken
from the British National Corpus (BNC) and Contemporary
Corpus of American English (CoCA) as features; both cor-
pora are general corpora frequently used for teaching ESL
learners. In the [1] dataset, the learners’ English skills in
this dataset are diverse while the test-takers are mainly
Japanese because the dataset was built using a Japanese
crowdsourcing service called Lancers. The dataset consists
of 100 ESL learners; those who do not know even the basic
words “computer” and “science” are unlikely to be willing to
learn computer science in English, we omitted such lowly
skilled learners, resulting in 94 learners. For classification,
we used logistic regression because it was previously applied
to their dataset and was reported to have high accuracy in
measuring ESL learners’ readability [3]. For the 10,000 re-
sponses (100 learners for 100 vocabulary questions) of the
dataset, we first split the data into 9,800 for training data
and 200 for test data. The logistic regression was highly
accurate as it achieved 86.1% accuracy on the test data in
the [1] dataset, whereas the chance rate was 60.3%.

We then applied our classifier to the MOOC concepts. Specif-
ically, for each learner in the dataset, we obtained the prob-
ability that the learner knows the word for each word in a
concept. By simply taking the product of the probability
values of all words in a concept, we obtained the probabil-
ity that the learner knows the concept: for example, when
learner A knows “big” and “data” with probabilities of 0.9
and 0.8, respectively, the probability that learner A knows
“big data” is 0.72. Then, if the probability of a concept is
equal to or greater than 0.5, we considered that the learner
knows the concept.

In computer science, on average, an ESL learner knows 1,058
concepts, which amounts to only 25.8% of the 4,096 con-
cepts, implying that an ESL learner needs an explanation
to understand some word(s) in the concept. Figure 1 is
a histogram showing what percentage of ESL learners the
concepts are known to. We can see that almost half of the
concepts are known to less than 10% learners.

In economics, situations are quite different from those in
computer science. On average, an ESL learner knows 2,065
concepts, which amounts to only 56.5% of the 3,652 con-
cepts, implying that an ESL learner needs an explanation
to understand some word(s) in the concept. Figure 2 is a
histogram showing what percentage of ESL learners the con-
cepts are known to. We can see that almost 500 of the con-
cepts are known to less than 10% learners, whereas almost
800 concepts are known to more than 90% learners.

We then focus on the average ESL learner in the dataset and
see the concepts that may require special attention when
teaching second language learners. To this end, we focus
on the bigram concepts and see the difference in the prob-
ability known to ESL learners between the two words of
which each concept consists. Whereas native-speaker learn-
ers know both words and simply need to learn what the
concept as a whole means, in addition, ESL learners need
to learn what the word in the concept means if the learner

does not know the meaning of a word in the concept. What
is particularly unintuitive is that one word of the concept
is easy for learners, whereas the other(s) is/are not. In this
case, the words constituting the concept may seem easy to
native-speaker teachers because one of the words is easy.
However, as the other word(s) is/are not, such concepts can
be confusing to ESL learners. Hence, we list up these words
in the following paragraphs.

In computer science, Table 1 shows the bigram concepts with
the largest difference in the mean probability known to the
average learner between the two words in the concepts, and
Table 3 shows the concepts with the smallest difference. We
can see that the words particularly difficult for the average
learner were “subtree” and “tridiagonal.”

In economics, Table 2 shows the bigram concepts with the
largest difference in the mean probability known to the av-
erage learner between the two words in the concepts, and
Table 4 shows the concepts with the smallest difference. We
can see that the words particularly difficult for the average
learner were “OCO” and “rediscounted.”

4. RELATED WORK AND DISCUSSION
In this study, we used concept data from an English MOOC.
On the other hand, if the language is not limited to En-
glish, a study on MOOCs includes data from a large MOOC
in Chinese in [7]. Conceptual information is expensive for
teachers to tag, so the study [8] helps teachers by automat-
ically assigning conceptual information. Such research will
eventually be used to recommend courses for MOOCs [9].

However, these studies have not paid particular attention
to the common case of MOOC participants being second
language learners. As for the readability of second language
learners, there are mainly two approaches to collecting the
dataset for experiments.

One approach is to collect data from language teachers. In
this approach, language teachers teaching second language
learners read each text in the dataset and label the diffi-
culty. Particularly, the task for automatically assessing the
readability of texts is called automatic readability assess-
ment (ARA) and has been studied extensively in [6, 4]. The
strength of this approach is that we can easily obtain one
gold label for each text. The weakness of this approach is
that the quality of the annotations heavily depends on the
expertise of the language teachers.

In contrast, another approach is to collect data from lan-
guage learners themselves. English learners cannot directly
annotate what texts are difficult for them. However, unlike
the method of having English teachers annotate the texts,
this method can obtain information directly from the En-
glish learners. Therefore, it is not affected by the noise of
what kind of students the English learners have taught in the
past. In this approach, data from language learners taking a
vocabulary test consisting of short sentences is available to
the public [1]. This study also followed this approach. Espe-
cially, [2] investigates the readability of scientific abstracts.

5. CONCLUSIONS



To conclude, we made preliminary analyses of the readabil-
ity of MOOC concepts to ESL learners. Importantly, Fig-
ure 1 shows that, for nearly 2,000 concepts of the 4,096 ones,
ESL learners also need an explanation of the words used in
the concept to understand the explanation of the concept.
According to the Figure 2, this situation is relaxed in the
field of economy, but still, about 500 concepts out of 3652
concepts, or 13.7%, are not understood by ESL learners.

These results indicate that if ESL learners could know the
meaning of the basic words used in the concepts before tak-
ing these courses, their understanding of the courses might
be greatly improved. To this end, future work includes per-
sonalized support systems that automatically explain the
words in the concepts.
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