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ABSTRACT 
This paper proposes to discover which data fusion approach and 

classification algorithm produced the best results from smart 

classrooms data, and how useful would be the prediction models 

for detecting University students at risk of failing or dropout. The 

results showed that the best predictions were produced using 

ensembles and selecting the best attributes approach with 

discretized data; the REPTree algorithm demonstrated the highest 

prediction values. The best predictions also show the teacher what 

set of attributes and values are the most important for predicting 

student performance, such as the level of attention in theory 

classes, scores in Moodle quizzes and the level of activity in 

Moodle forums. 
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1. INTRODUCTION 
Nowadays, new learning models are used in Higher Education 

such as Blended learning, Smart Learning and Multimodal 

learning.  

Blended learning (b-learning) is an approach to learning and 

instruction that combines online educational materials and 

opportunities for interaction online with traditional place-based 

classroom methods, although the terms "blended learning", 

"hybrid learning", "technology-mediated instruction", "web-

enhanced instruction", and "mixed-mode instruction" are often 

used interchangeably in research literature [5][6]. Its rise is due to 

the fact that there are some disadvantages to current e-learning 

environments such as inhibiting socialization resulting in a lack of 

face-to-face communication [7]. Otherwise, EDM has been 

widely used to improve and enhance learning quality, as well as in 

the pursuit of pure research objectives, which tend to improve our 

understanding of the learning process [8]. In this context, it is still 

a challenge to predict student learning achievement in blended 

learning environments combining online and offline learning [1, 

6], making data fusion techniques necessary.  

Smart learning environments (SLEs) have been recently defined 

[9] as learning ecologies wherein students perform learning tasks 

and/or teachers define them with the support provided by tools 

and technology. SLEs can encompass physical or virtual spaces in 

which a system senses the learning context and process by 

collecting data, analyzes the data, and consequently reacts with 

customized interventions that aim at improving learning [9]. 

In Multimodal Learning Analytics (MLA), learning traces are 

extracted not only from log-files but also from digital documents, 

recorded video and audio, pen strokes, position tracking devices, 

biosensors, and any other data source that could be useful for 

understanding or measuring the learning process. One important 

question in MLA is how to combine, or fuse, the data extracted 

from different modalities in order to provide a more 

comprehensive view of learners’ outer and inner processes [1].  

In this study we propose applying different data fusion approaches 

and classification algorithms to data gathered from several sources 

(theory classes, practical sessions, online sessions, and final 

exams) in a blended, smart, multimodal course in order to predict 

the students’ final academic performance [11]. Data fusion, or 

information fusion, is the study of efficient methods for 

automatically or semi-automatically transforming information 

from different sources and different timepoints into a 

representation that provides effective support for human or 

automated decision making. Specifically, data fusion can reduce 

the size and dimensions of data, optimize the amount of data and 

extract useful information [10]. There are different types of 

multimodal fusion approaches such as: feature-level or early 

fusion, decision-level or later fusion and Hybrid fusion. 

2. EXPERIMENTS 
We used information from 57 first-year electrical engineering 

students at the University of Cordoba (Spain) in the Introduction 

to Computer Science course during the first semester of academic 

year 2017-2018. We have gathered all the information from four 

data sources: theory classes, practical classes, on-line sessions and 

final exam. The first three data sources gave us the input attributes 

and the final exam, the output attribute or class to predict. The 

students all gave their written consent to being recorded, after 

being informed about the study, and to have their data from 

practical and online sessions in Moodle collected for the study. 

We have used four different data fusion approaches (merging all 

attributes; selecting the best attributes; using ensembles; and using 

ensembles and selecting the best attributes) and several white-box 

classification algorithms with the datasets. Then, we compare the 

predictions produced by the models (%Accuracy and ROC Area) 

to discover the best approach and classification model so that it is 

used for predicting students’ final performance. 
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Figure 1. Proposed data fusion and mining methodology for 

predicting students’ performance from multiple data sources. 

2.1 Experiment 1: Merging all attributes 
In experiment 1 we applied the classification algorithms to a 

single file with all the attributes merged. Firstly, we fused the 

different values of the 6 attributes collected in the theory and 

practical sessions in order to have just one single value for each 

attribute. In our case, we had 15 values (15 lectures) for each one 

of the 4 attributes collected in the face-to-face theory classes and 

10 (10 sessions) and 5 (5 practicals) values respectively for each 

of the 2 attributes for face-to-face practice sessions. Fusing the 4 

values about the on-line sessions was not necessary because the 

specific tool that we used for preprocessing the Moodle logs gave 

a single value for each attribute directly. 

Table 1. Results produced by merging all attributes 

 NUMERICAL 

DATA 

DISCRETIZED 

DATA 

 % Accuracy AUC %Accuracy AUC 

Jrip 77.1930 0.8440 78.9474 0.8880 

Nnge 80.4561 0.8760 75.4386 0.8630 

PART 78.9474 0.8640 80.4561 0.9170 

J48 75.4386 0.8640 78.9474 0.8780 

REPTree 75.4386 0.8630 76.6667 0.8480 

Randomtree 70.1754 0.7820 73.6842 0.8180 

Avg. 76.2749 0.8488 77.3567 0.8687 

 

Table 1 shows that the best results (highest values) were produced 

by Nnge (80.45 %Acc) and Part (80.45%Acc and 0.91 AUC) 

algorithms. On average, most of the algorithms exhibited slightly 

improved performance in both measures when using discretized 

data. 

Table 2.PART decision list when merging all attributes 

 

IF Moodle.Quiz = Medium AND Theory.Attention = Medium 

THEN Pass  

IF Moodle.Quiz = High THEN Pass  

IF Theory.Attention = Low AND Moodle.Forum = Low THEN 

Dropout  

IF Moodle.Quiz = Low THEN Fail  

ELSE Pass 

Number of Rules :  5 

 

This prediction model (see Table 2) consists of 5 rules that show 

that the students who pass the course are students who have 

medium scores in Moodle quizzes and also pay attention in theory 

classes, or students who simply have high scores in Moodle 

quizzes. The students who drop out from the course are students 

who pay little attention in theory classes and also show low 

activity in the Moodle forum. The students who fail the course are 

the students who get low scores in the Moodle quizzes. The 

remaining students are classified as passing. 

2.2 Experiment 2: Selecting the best 

attributes 
The selection of characteristics is important in the classification 

process by reducing not only the dimensions of the characteristic 

set but also the additional calculation time required for the 

classification algorithms. We used the well-known CfsSubsetEval 

(Correlation-based Featured Selection) method [11] provided by 

the WEKA tool [36]. It evaluates the worth of a subset of 

attributes by considering the individual predictive ability of each 

feature along with the degree of redundancy between them. 

Starting from our initial 10 input attributes, we produced two sets 

of 3 different optimal attributes for the numerical and discretized 

datasets (see Table 3). 

Table 3. Results obtained when selecting the best attributes 

 NUMERICAL 

DATA 

DISCRETIZED 

DATA 

 % Accuracy AUC %Accuracy AUC 

Jrip 80.7018 0.8490 82.4561 0.9140 

Nnge 82.4561 0.9140 78.9474 0.8430 

PART 77.1930 0.8750 80.7018 0.9140 

J48 80.7018 0.8680 82.4561 0.9230 

REPTree 77.1930 0.8940 78.9474 0.8880 

Randomtree 75.4386 0.8320 82.4561 0.9170 

Avg. 78.9474 0.8720 80.9942 0.8998 

 

Table 3 shows that the best results (highest values) were produced 

by Jrip (82.45%Acc), Nnge (80.45 %Acc), and J48 (82.45 %Acc 

and 0.92 AUC) algorithms. Again, on average most of the 

algorithms exhibited slightly improved performance in both 

measures when using discretized data. 

Table 4. J48 pruned tree when selecting the best attributes 

IF Moodle.Quiz = Low 

|   Moodle.Forum = Low 

|   |   Theory.Attention = Low THEN Dropout 

|   |   Theory.Attention = Medium THEN Fail 

|   |   Theory.Attention = High THEN Fail 

|   Moodle.Forum = Medium THEN Fail 

|   Moodle.Forum = High THEN Fail  

ELSE IF Moodle.Quiz = Medium 

|   Theory.Attention = Low THEN Fail 

|   Theory.Attention = Medium THEN Pass  

|   Theory.Attention = High THEN Pass  

ELSE IF Moodle.Quiz = High THEN Pass  

Number of Leaves:  9 

Size of the tree:  13 

 

This prediction model (see Table 4) is a decision tree with 9 

leaves that can be transformed into 9 prediction rules. These rules 

show that the students who pass the course are students who have 

medium scores in Moodle quizzes and also pay medium to high 

attention in theory classes, or students who simply have high 

scores in Moodle quizzes. The students who drop out from the 

course are students who have low scores in Moodle quizzes, show 

low activity in the Moodle forum, and also pay little attention in 

theory classes. In addition, students who fail are the students that 



have low scores in Moodle quizzes, show low activity in the 

Moodle forum and pay medium to high attention in theory classes. 

There are also other failing student profiles: students who have 

medium scores in Moodle quizzes and also pay little attention in 

theory classes; students who have low scores in Moodle quizzes, 

show low activity in the Moodle forum, and pay medium to high 

attention in theory classes. 

2.3 Experiment 3: Using ensembles 
In experiment 3 we applied an ensemble of classification 

algorithms to each different source of data. However, instead of 

merging all of the attributes from the 4 data sources into a single 

file, we added the students’ final academic performance to each 

dataset. This produced three sets of datasets (6 files in total): two 

files (numerical and discrete version) for the theory classes with 4 

input attributes and 1 output attribute or class; two files 

(numerical and discrete version) for the practical session with 2 

input attributes and 1 output attribute or class; and two files 

(numerical and discrete version) for the online Moodle sessions 

with 4 input attributes and 1 output attribute or class.  

A classifier is accurate if it works better than a random prediction 

of the data; sets perform better when base models are unstable 

with output undergoing significant changes in response to small 

changes in training data. We used the well-known Vote [4] 

automatic combining machine learning algorithm provided by 

WEKA. It produces better results than individual classification 

models, if the classifiers of the sets are accurate and diverse. Vote 

adaptively resamples and combines so that resampling weights are 

increased for those cases more often misclassified and the 

combination is done by weighted vote. 

Table 5.Results obtained when using ensembles. 

 NUMERICAL 

DATA 

DISCRETIZED 

DATA 

 % Accuracy AUC %Accuracy AUC 

Jrip 82.4561 0.9230 85.9649 0.9380 

Nnge 77.1930 0.8770 77.1930 0. 8770 

PART 80.7018 0.9040 82.4561 0.9130 

J48 82.4561 0.9110 82.4561 0.9220 

REPTree 82.4561 0.9230 82.4561 0.9220 

Randomtree 77.1930 0.8360 79.9474 0.9170 

Avg. 80.4094 0.8957 81.7456 0.9185 

 

Table 5 shows that the best results (highest values) were produced 

by Jrip (85.96 %Acc and 0.93 AUC). Once again, on average 

most of the algorithms exhibited slightly improved performance in 

both measures when using discretized data 

Table 6.JRIP when using ensembles. 

JRIP rules (Theory): 

=========== 

IF (Theory.Attendance = High) THEN Pass 

IF (Theory.Attention = Low) THEN Dropout 

ELSE Dropout  

Number of Rules : 3 

JRIP rules (Practice): 

=========== 

IF (Practice.Attendance = High) and (Practice.Score = High) 

THEN Pass 

IF (Practice.Attendance = Low) and (Practice.Score = Low) 

THEN Fail 

ELSE Dropout 

Number of Rules : 3 

JRIP rules (Moodle): 

=========== 

IF (Moodle.Task = Low) and (Moodle.Quiz = Low) THEN Fail 

IF (Moodle.Quiz = Medium) and (Moodle.Forum = Low) THEN 

Fail  

IF (Moodle.Task = Medium) THEN Pass 

IF (Moodle.Quiz = High) THEN Pass  

ELSE Dropout  

Number of Rules : 5 

This prediction model (see Table 6) the students who regularly 

attend theory classes pass the course; the students who exhibit low 

attendance finally drop out. The students who regularly attend 

practical classes and exhibit high performance in those practical 

classes then pass the entire course. In contrast, the students who 

rarely attend practical classes and have low performance in 

practicals then fail the entire course. The students who upload a 

moderate number of activities to the Moodle platform or get high 

scores in Moodle quizzes are students who pass the course; and 

logically, the students who upload a low number of activities to 

the Moodle platform and get low scores in Moodle quizzes are 

students who fail the course, but the students with medium 

performance in quizzes and low contributions to the forum also 

fail. 

2.4 Experiment 4: Using ensembles and 

selecting the best attributes 
In experiment 4 we applied an ensemble of classification 

algorithms to the best attributes from each different source of 

data. Firstly, we selected the best attributes for each of the three 

different sets of datasets (6 files in total) generated in experiment 

3. For that, we again used the well-known CfsSubsetEval attribute 

selection algorithm. The best result with our data was obtained 

when combining a weight of 1 for Theory and Practical with a 

weight of 2 for Moodle by using the average as combination rule 

for weights. We executed the six classification algorithms as base 

or individual classification models of our Voting method for the 6 

previously generated summary datasets (see Table 7). 

Table 7.Results obtained when using ensembles and selection 

of the best attributes. 

 NUMERICAL 

DATA 

DISCRETIZED 

DATA 

 % Accuracy AUC %Accuracy AUC 

Jrip 82.4561 0.9170 84.2105 0.9310 

Nnge 80.7018 0.9020 78.9474 0.8900 

PART 80.7018 0.9010 82.4561 0.9350 

J48 82.4561 0.8990 84.2105 0.9350 

REPTree 84.2105 0.9130 87.4737 0.9420 

Randomtree 77.1930 0.9160 82.4561 0.9330 

Avg. 81.2866 0.9080 83.2924 0.9277 

 

Table 7 shows that the best results (highest values) were produced 

by REPTree (87.47 %Acc and 0.94 AUC). Again, on average, 

most of the algorithms exhibited slightly improved performance in 

both measures when using discretized data. 

Table 8.RepTree when using ensembles with selecting the best 

attributes. 

REPTree (Theory) 

============ 

IF Theory.Attention = Low THEN Dropout 

IF Theory.Attention = Medium THEN Fail 

IF Theory.Attention = High THEN Fail 



Size of the tree : 4 

REPTree (Practice) 

============ 

IF Practice.Attendance = Low THEN Dropout 

IF Practice.Attendance = Medium THEN Fail 

IF Practice.Attendance = High 

|   AND Practice.Score = Low THEN Fail 

|   OR Practice.Score = Medium THEN Fail 

|   OR Practice.Score = High THEN Pass 

Size of the tree : 7 

REPTree (Moodle) 

============ 

IF Moodle.Quiz = Low 

|   AND Moodle.Forum = Low THEN Dropout  

|   OR Moodle.Forum = Medium THEN Fail  

|   OR Moodle.Forum = High THEN Fail 

ELSE IF Moodle.Quiz = Medium THEN Pass 

ELSE IF Moodle.Quiz = High THEN Pass 

Size of the tree : 7 

This prediction model (see Table 8) is also a combination of three 

models that show differential student behavior related to theory, at 

the same time, students exhibiting medium or high attention, or 

medium to high Moodle forum participation fail; those 

demonstrating medium practical attendance or high practical 

attendance plus low or medium practice score also fail. The 

students that demonstrate high practical attendance and 

performance pass, as do the students with medium to high scores 

in Moodle quizzes.  

In general, we can see that these white-box models are very useful 

for explaining to the teacher how the predictions of pass, fail or 

dropout are arrived at. The teacher can discover what the main 

predictive attributes and values are directly from the background 

of the IF-THEN rules. 

3. CONCLUSIONS  
This paper proposes to use four different data fusion approaches 

and six white-box classification algorithms to predict university 

students’ academic performance, from multiple-source and 

multimodal data in smart learning environments. We carried out 4 

experiments to answer two research questions as conclusion:  

• Which data fusion approach and classification algorithm 

produce the best results from our data? The REPTree 

classification algorithm produced the best results in this 

approach from discretized summary data. 

• How useful are the prediction models we produce to help 

teachers detect students at risk of failing courses or dropping 

out? The white-box models we produced give teachers very 

understandable explanations (IF-THEN rules) of how they 

classified the students’ final performance or classification.  

In the future, we intend to carry out more experiments in order to 

improve our process and to overcome some limitations: 

• Analyzing the video automatically rather than manually or 

semi-automatically. Processing the video recordings 

automatically would gather information more efficiently 

compared to manual coding with the multiple modalities 

that characterize the classroom[1].  

• Using raw data and other specific data fusion techniques. 

We used a basic Naïve and knowledge-based fusion method 

that uses summary data. However, there are many 

mathematical theories for fusing data [2]  such as 

Probability-based methods (PBM) and Evidence reasoning 

methods (EBM) that we can use with raw data.  

• Using more sources of information, including videos of 

practicals and on-line session interaction with Moodle; 

audio from theory classes and practicals, text analytics or 

text mining of what students write during theory classes, 

practicals or in Moodle. 
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