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ABSTRACT

Students learn more from doing activities and practicing
their skills on assessments, yet it can be challenging and
time consuming to generate such practice opportunities. In
this work, we present a pipeline for generating and eval-
uating questions from text-based learning materials in an
introductory data science course. The pipeline includes ap-
plying a T5 question generation model and a concept hi-
erarchy extraction model on the text content, then scoring
the generated questions based on their relevance to the ex-
tracted key concepts. We further classified the generated
questions as either useful to learning or not with two dif-
ferent approaches: automated labeling by a trained GPT-3
model and manual review by expert human judges. Our
results showed that the generated questions were rated fa-
vorably by all three evaluation methods. We conclude with
a discussion of the strengths and weaknesses of the gener-
ated questions and outline the next steps towards refining
the pipeline and promoting NLP research in educational do-
mains.

1. INTRODUCTION

As education across grade levels continues to transition to-
wards online platforms in response to the COVID-19 pan-
demic, the need for effective and scalable assessment tools
emerges as a pressing issue for instructors and educators.
Amid many other logistical issues that arise from emergency
online education [5], instructors often find themselves hav-
ing to generate a large question bank to accommodate this
new learning format. In turn, this challenge motivates the
need for supporting instructor efforts via methods that au-
tomatically generate usable assessment questions based on
the learning materials, in a way that requires minimal inputs
from instructors and domain experts.
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Recent advances in natural language processing (NLP), ques-
tion answering and question generation (QG) offer a promis-
ing path to accomplishing this goal. Most theories of learn-
ing emphasize repeated practice as an important mechanism
for mastering low-level knowledge components, which alto-
gether contribute to the high-level learning objectives [7].
We therefore envision that having the ability to generate
questions on-demand would accommodate students’ varying
levels of learning needs, while allowing instructors to allo-
cate resources to other components of the course. Our work
presents an initial step towards realizing this capability. We
applied Text-To-Text Transfer Transformer (T5) models [15]
on conceptual reading materials from a graduate-level data
science course to generate potential questions that may be
used for assessment. We then evaluated these questions in
three different ways. First, we conducted a separate con-
cept hierarchy extraction process on the reading materials
to extract the important concept keywords and scored each
generated question based on how many such keywords it
contains. Second, we applied a fine-tuned GPT-3 model to
classify the questions as either useful to learning or not. Fi-
nally, we had two data science instructors perform this same
classification task manually. Our results contribute insights
into the feasibility of applying state-of-the-art NLP mod-
els in generating meaningful questions, with a pipeline that
generalizes well across learning domains.

2. METHODS
2.1 Dataset

We used the learning materials from a graduate-level in-
troductory data science course at an R1 university in the
northeastern United States. The course has been offered
every semester since Summer 2020, with class sizes rang-
ing from 30-90 in general. The course content is divided
into the conceptual components and the hands-on projects.
Students learn from six conceptual units, further broken
down into sixteen modules, each corresponding to a data sci-
ence topic such as Feature Engineering and Bias-Variance
Trade-off. Each module consists of reading assignments, un-
graded formative assessments and weekly quizzes serving as
graded summative assessments. Students also get to practice
with the learned concepts through seven hands-on coding
projects, which are evaluated by an automatic grading sys-
tem. In the scope of this work, we will focus on generating
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questions from the textual content of the sixteen modules in
the course, using the following pipeline.

2.2 Question Generation Pipeline

First, we extracted the learning materials from an online
learning platform which hosts the course. This extracted
data is in XML format, which preserves not only the text
content but also its hierarchy within the course structure
(i.e., which module and unit each paragraph belongs to).
We scraped the text content from the XML files using the
BeautifulSou];EI library and cleaned the content to remove
leading questions, such as “What does this accomplish” and
“Why would this make sense?”. These questions were in-
cluded to help students navigate the reading more effectively
but do not contain meaningful information on their own.
From this point, the resulting text data was input to two
separate processes as follows.

Concept Hierarchy Extraction. This process was carried out
by the MOOCCubeX pipeline [16], which performs weakly
supervised fine-grained concept extraction on a given cor-
pus without relying on expert input. As an example, given
a paragraph that explains Regression, some of the extracted
concepts include least-squared error, regularization, and con-
ditional expectation; these could be viewed as the key con-
cepts which students are expected to understand after read-
ing the materials. A researcher in the team reviewed the
generated concepts and manually removed those which were
deemed invalid, including prepositions (e.g., ‘around’), generic
verbs (e.g., ‘classifying’) and numbers (e.g., ‘45’ — this is part
of a numeric example in the text, rather than an important
constant to memorize).

Question Generation. For this process, we applied Google’s
T5 [15], a transformer-based encoder-decoder model. Since
its pre-training involves a multi-task structure of supervised
and unsupervised learning, T5 works well on a variety of
natural language tasks by merely changing the structure of
the input passed to it. For our use case, the input data is the
cleaned text content prepended by a header of the text. Our
rationale for including the header is to inform the model of
the high level concept which the generated questions should
center around. We had previously tried extracting answers
from the text content using a custom rule-based approach
with a dependency parse tree, but found that this resulted
in the creation of more nonsensical than sensible questions;
in comparison, incorporating the headers led to higher qual-
ity questions. There were three hierarchical levels of header
that were used in our input: Unit, Module and Title, where
the former encompasses the latters. For example, the unit
Exploratory Data Analysis includes the module Feature En-
gineering, which has a section titled Principal Component
Analysis, among others. Before applying the model to our
dataset, we also fine-tuned it on SQuAD 1.1, a well known
reading comprehension dataset and a common benchmark
for question-answering models |11].

2.3 Evaluation
We evaluated the generated questions with three different
methods as follows.

"https://www.crummy . com/sof tware/BeautifulSoup/
bs4/doc/

Information Score. This is a custom metric that denotes
how relevant each question is to the key concepts identified
in the Concept Hierarchy Extraction step. We denote this
set of key concepts as C. For every generated question ¢, we
further denote T'(q) as the set of tokens in it and compute
the information score as the number of tokens in ¢ that
coincide with an extracted concept,

1
IS(q) = Ww;q) 1(teC), 1)

where the division by |T'(¢)| is for normalization. With
this formulation, higher scores indicate better questions that
touch on more of the key learning concepts.

GPT-3 Classification. We used a GPT-3 model as it has been
a popular choice for text classification tasks such as detecting
hate speech [3] and text sentiment |17|. Our classification
task involves rating each generated question as either useful
for learning or not useful. A useful-for-learning question is
one that pertains to the course content and is intended to
assess the domain knowledge of the student. On the other
hand, a question is classified as not useful if it is vague,
unclear, or not about assessing domain knowledge. For ex-
ample, the question “What programming language do I need
to learn before I start learning algorithms?” is a valid ques-
tion, but it is classified as not useful for learning because it
pertains to a course prerequisite rather than domain knowl-
edge assessment. To perform this classification, we first
fine-tuned the GPT-3 model with default hyperparameters
on the LearningQ dataset [2], which contains 5600 student-
generated questions from Khan Academy. Each question
contains a label to indicate if it is useful for learning or not,
as annotated by two expert instructors. Next, we passed
in the T5-generated questions as the GPT-3 model’s input,
obtaining the output as a set of binary labels indicating if it
rated each question as useful for learning or not.

Expert Evaluation. To further validate the question qual-
ity, we had two expert raters with 54 years of teaching ex-
perience in the domain of data science rate each question.
Following the same classification process as in 2], the two
raters indicated if each question was useful for learning or
not. We measured the Inter-Rater Reliability (IRR) between
the two raters and found they achieved a Cohen’s kappa of
k = 0.425, with similarity in 75.59% of the question ratings,
indicating a moderate level of agreement |9]. The remaining
discordant questions were discussed between the two raters
until they reached a consensus on their classification, result-
ing in all of the generated questions being classified by both
human judges and the GPT-3 model.

3. RESULTS

Following the above pipeline, we generated a total of 203
questions across the three header levels - Module, Unit, and
Title. The Appendix shows a number of example generated
questions, along with their information scores and GPT-3
model evaluation. Among the 203 questions, 151 (74.38%)
were classified as useful for learning by the GPT-3 model. To
compare this classification with the human raters’ consensus,
we constructed a confusion matrix as shown in Table[[l We
observed that the model agreed with human raters in 135
(66.50%) instances; in cases where they disagreed, most of
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the mismatches (52 out of 68) were due to the GPT-3 model
overestimating the questions’ usefulness.

Expert: 0 | Expert: 1
GPT-3: 0 36 16
GPT-3: 1 52 99

Table 1: Confusion matrix for comparing GPT-3 and expert
ratings on the generated questions. 0 denotes Not Useful and
1 denotes Useful rating.

We followed up with a qualitative review of the questions
rated as not useful by human experts to better understand
(1) what separated them from the questions rated as use-
ful, and (2) why the GPT-3 model might still rate them as
useful. For (1), we identified two important requirements
that a question generally needs to meet to be rated as use-
ful by human experts. First, it has to thoroughly set up
the context (e.g., what is the scenario, how many responses
are expected) from which an answer could be reasonably
derived. An example question that satisfies this category is
“What are two types of visions that a data science team will
work with a client to develop?,” where the bolded terms
are important contextual factors which make the question
useful. We further note that useful questions with thorough
contexts tend to be longer, because they necessarily include
more information to describe such contexts. At the same
time, short questions may still be considered useful by ex-
pert raters if they target a sufficiently specific concept. For
example, “what is a way to improve a decision tree’s per-
formance?”is considered useful because the bolded term is
very specific. On the other hand, a similar-looking question
such as “what is a way to analyze business data”is not useful,
due to “analyze business data” being too broad. The GPT-3
model typically fails to recognize this specificity criterion —
many of the questions rated as useful by GPT-3, but not
by human raters, are similar to ones such as “What are two
types of data science tasks?,” which could be useful if “data
science tasks” was replaced with a more targeted concept.

Next, we examined whether our score metric, which calcu-
lates the normalized number of important concepts that a
question encapsulates, aligns with the expert classification
of question usefulness for learning. We observed from Fig-
ure[I] that, across the three header levels, questions rated as
useful tended to have similar or higher information scores
than their counterparts.

4. DISCUSSION AND CONCLUSION

In this work, we propose and evaluate a domain-independent
pipeline for generating assessment questions based on read-
ing materials in a data science course. Our results showed
that the GPT-3 model, fine tuned on the Learning@ dataset
, was able to reach an acceptable level of agreement (on
66.50% of the questions) with the consensus of two expert
raters. The model appeared to learn that long questions are
likely useful, which is a reasonable assumption as these ques-
tions might contain more relevant contextual information.
However, it also classified some short questions as useful,
despite the lack of specificity which human evaluators could
easily recognize. As the LearningQ dataset did not con-
tain data science questions, it is no surprise that our model
was not particularly good at differentiating between specific
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Figure 1: Distribution of information score, partitioned by
expert raters’ evaluation, at each header level.

data science concepts (e.g., “decision tree’s performance”)
and ambiguous ones (e.g., “business data”). Additional fine-
tuning of the GPT-3 model on a labeled dataset closer to
our learning domain would therefore be a promising next
step.

When treating the expert rating of question usefulness as
the ground truth, we found that the useful questions gen-
erally had higher information scores than those not rated
as useful, suggesting that our rationale for the formulation
of these metrics (i.e., that higher scores reflect more con-
cepts captured and therefore higher quality) was justified.
At the same time, several questions had relatively low infor-
mation scores but were still rated as useful by experts (e.g.,
"What are two types of decision trees?”) because they target
a sufficiently specific concept. To detect these questions, it
would be beneficial to incorporate measures of the generated
questions’ level of specificity @ into the existing information
score metric.

The above results have been obtained without the need for
any human-labeled domain encoding, which makes our ques-
tion generation pipeline highly domain-agnostic and gener-
alizable. At the same time, there are ample opportunities
to further promote its adoption across different learning do-
mains. First, more research is needed to investigate ques-
tion generation when the learning contents are not entirely
textual, but may include multimedia components. Recent
advances in the area of document intelligence , combin-
ing NLP techniques with computer vision, could be helpful
in this direction. Second, there remains the need to di-
versify the generated questions to meet a wider range of
assessment goals. In particular, most of our current ques-
tions start with “what” (e.g., those in Table ??), which are
primarily geared towards recalling information. Incorporat-
ing other question types in the generation pipeline could
elicit more cognitive processes in Bloom’s taxonomy —
for example, “how” questions can promote understanding
and “why” questions are designed for analyzing — which in
turn contribute to better learning overall. This diversifying
direction is also an area of active research in the NLP and



QG community |13}14].

We further note that the proposed pipeline is also customiz-
able to individual domains, so as to enable higher quality
questions. First, hyperparameter tuning on a dataset rele-
vant to the learning domain would likely improve the perfor-
mance of the T5 and GPT-3 models. Second, the concept
extraction process could be enhanced with a combination
of machine-generated and human-evaluated skill mappings,
which have been shown to result in more accurate knowledge
models [10,12]. Finally, the question evaluation criteria may
also benefit from subject matter experts’ inputs to closely
reflect the distinct nature of the learning domain; for exam-
ple, chemistry assessments could potentially include both
conceptual questions (e.g., “what is the chemical formula of
phenol?”) and scenario-based questions (e.g., “describe the
phenomenon that results from mizing sodium metal and chlo-
rine gas?”).
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