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ABSTRACT 
Self-efficacy is a critical psychological construct that has a substan-

tial impact on students’ learning experience and global well-being. 

Thus, the early identification of low self-efficacious learners is an 
important task for educators and researchers. This study uses ma-

chine learning (ML) approaches to model the self-efficacy of over 

520,000 students based on their test performance and responses to 
survey questions in the Programme for International Student As-

sessment (PISA) 2018. Two tree-based ensemble learning models 

(random forest and XGBoost) were built using 64 predictors and 

evaluated using nested cross-validation with a grid search method. 
The results showed that, although both algorithms predicted self-

efficacy accurately, XGBoost slightly outperformed Random For-

est (RF). The findings also revealed that students’ non-cognitive 
constructs such as meaning in life and the motivation for mastering 

tasks were the most important predictors. Theoretical contributions 

include the expansion of the body of literature on ML applications 
that predict students’ self-efficacy and the potential advancement 

of theoretical models of self-efficacy. Practical contributions in-

clude the applications of tree-based algorithms to identify low self-

efficacious individuals at scale, in a large international assessment. 
Implications include the development of systems that use ML algo-

rithms to detect low self-efficacious learners and provide support 

for early interventions. 
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1. INTRODUCTION 
Self-efficacy represents individuals’ general beliefs about their 

competencies of performing specific tasks or achieving goals [4]. 

Students’ self-efficacy has been consistently associated with their 
learning achievement [3, 11, 14]. Students with higher self-effi-

cacy, at all levels of competency, are more successful in school 

activities and use more effective learning strategies [21]. In addi-
tion, various empirical findings showed that self-efficacy is 

associated with academic engagement [25]. High self-efficacious 

students tend to report a higher level of academic aspirations, spend 

more time on homework, and gain more positive learning experi-
ences [6]. Those students are more gratified and satisfied with their 

accomplishments [27]. Moreover, self-efficacy is highly linked to 

students’ global well-being and life outcomes [11]. It has been 

found that students with low self-efficacy are more likely to drop 
out of school, which jeopardizes their future employment prospects 

[5]. In addition, low self-efficacious students tend to suffer from 

many mental and behavioral problems such as depression [2], sui-
cidal ideation and attempts [25], social avoidance [24], and 

addictive behaviors [23]. Thus, students’ self-efficacy is an im-

portant topic for psychological and educational research. If 

students’ self-efficacy can be screened and predicted, practitioners 
may be able to deliver early intervention to help low self-effica-

cious students improve their learning experience, global well-

being, and life outcomes.  

In this present study, two decision tree-based algorithms (RF and 

XGboost) were trained based on over 520,000 students’ test perfor-

mance and responses to survey questions in PISA 2018. The 

proposed research questions (RQ) were: 

(1) Is it possible to use the RF and XGBoost algorithms to predict 

students’ self-efficacy with a small error rate? 

(2) What are the most important predictors of self-efficacy in these 

models? 

2. RELATED WORK 
Self-efficacy has been increasingly used as a predictor in ML mod-
els. However, to date, despite the significance of self-efficacy for 

students’ learning and life, there are very few studies that treated 

self-efficacy as the focal variable to be predicted. The first such 
study [17] used Naive Bayes and decision tree algorithms to gener-

ate two sets of classification models of self-efficacy (high vs. low). 

The first set of models were built based on the demographic factors 
of the students, whereas the other set of models added additional 

predictors that were obtained when students were exposed to an in-

telligent problem-solving tutoring system including biofeedback 

signals and recorded log data. The classification accuracy of the 

models ranged from 82.1% to 87.3%.  

Later, a K-medoids clustering algorithm was employed to group 

similar students based on their gender, survey-reported self-effi-
cacy, and collected natural language utterances during dialogue in 

an intelligent tutorial dialogue system [9]. Results revealed differ-

ences in the use of utterances between students with high and low 
self-efficacy. For example, students with high self-efficacy tend to 

use more confident utterances to express their understanding of the 

knowledge, compared to students with low self-efficacy who usu-

ally make less confident utterances. 

Recent efforts have examined domain-specific self-efficacy. A 

study trained a K-nearest neighbor algorithm to classify 127 stu-

dents’ responses as low, middle, or high using a 21-item self-
efficacy survey [1]. The optimal results of the model performance 

based on validation-set approach reached 92.3%. Another study ap-

plied a decision tree classifier to a dataset containing 1894 
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undergraduate students’ survey data, obtaining the highest accuracy 

score of 82.58% [26].  

3. METHODS 

3.1 Data Source 
The international large-scale dataset used in this study contained 

students’ self-reported survey data and their test results of the 

OECD’s PISA 2018. The dataset was publicly accessible at [20]. 
All students participating in PISA 2018 were included in this study 

regardless of their country of citizenship or origin. This constituted 

the original sample of 612,004 students from 74 countries and re-

gions. 

3.2 Tree-based Algorithms 
We employed two tree-based algorithms to predict students’ self-
efficacy. Tree-based algorithms use a series of if-then rules to gen-

erate predictions. In each step of the series, the if-then rules separate 

data points into subsets according to a node where the prediction 

has the lowest error rate. By repeating the step, the split will even-
tually terminate when reaching the stopping criterion. Although 

singular tree models can be interpreted straightforwardly and work 

well with nonlinear relationships between predictors and the target 
variable, they usually have weaker predictive performance given 

that they are prone to overfitting, a situation where the supervised 

learning model fits too close to the training data to be able to gen-

eralize well and predict future data. 

Tree-based ensemble learning methods are alternatives to singular 

decision trees by combining decision trees. The algorithms used in 

this study are RF and XGboost. RF is an ensemble learning algo-
rithm developed based on two algorithms: decision tree and 

bootstrapping. Bootstrapping resamples data with replacement and 

it is used to repeatedly split the same dataset into bootstrapped sam-
ples based on which multiple decision trees can be built. Each of 

the trees built can generate a result. Then the algorithm makes the 

final decision by aggregating the results of all singular trees. In pre-
dicting the numerical values, the final result is calculated by 

averaging the results of all individual trees. The advantage of RF is 

that it is less prone to overfitting, which lifts the accuracy and sta-

bility of prediction to a much higher level.  

XGBoost is another ensemble learning algorithm based on decision 

trees [7]. In contrast to RF, XGBoost employs boosting, a technique 

of correcting the errors of existing models by adding new models 
sequentially to predict the residuals of the existing model and, then, 

along with the existing model make another prediction. Through 

sequential iterations, each execution is completed on the same da-
taset and later models are improvements of prior models. 

Eventually, the errors will be gradually minimized; the algorithm 

stops when the model performance converges to a stable state. 

3.3 Focal Variables 
In this study, self-efficacy is the response or target variable (i.e., the 

variable to be predicted in the current supervised learning task). In 

the survey of PISA 2018, students’ self-efficacy was measured by 
five items, namely, "I usually manage one way or another", "I feel 

proud that I have accomplished things", "I feel that I can handle 

many things at a time", "My belief in myself gets me through hard 
times", and “When I’m in a difficult situation, I can usually find my 

way out of it". Available responses were “Strongly disagree”, “Dis-

agree”, “Agree”, and “Strongly agree”. 

The predictors in the current study are the variables collected in the 

mandatory parts of students’ self-reported questionnaire and their 

test results in PISA 2018, classified as home factors, students’ well-
being, motivational factors, other non-cognitive constructs, school 

climate, teacher-related variables, personal experiences, as well as 

the PISA 2018 test performance [19]. Table 1 lists the predictors 
included and their dimensions. The reliability of students’ self-re-

ported scale scores was available in PISA technical reports [18]. 

All scales achieved at least an acceptable reliability.  

Table 1: Predictors used in the tree-based models 

Dimension Variable name 

Home factors 

 

Home possessions 

Parents’ professions and qualifications 

Parents’ education backgrounds 

Parental support 

School climate Cooperation climate 

Disciplinary climate 

Competition climate 

Teachers Teacher support 

Teacher understanding 

Adaptive instruction 

Teacher feedback 

Teacher enthusiasm 

Teacher directed instruction 

Well-being Meaning in life 

Life satisfaction 

Positive affective states 

Lively 

Miserable 

Proud 

Afraid 

Sad 

Fear 

Sacred 

Motivational factors Learning interests 

Learning aspiration 

Value of school 

Motivation for mastering tasks 

Motivation for competition 

Other non-cognitive constructs Reading self-concept 

Fixed mindset 

Empathy 

Attitude toward bullying 

Sense of belonging 

Personal experiences Exposure to bullying 

Skipped class or being late 

The age of early childhood education 

The age of pre-primary education 

Grade repetition 

PISA 2018 test performance Reading performance 

Math performance 

Science performance 

Other Gender 

 

3.4 Data Preprocessing 
A two-stage method was adopted to deal with missing values. In 

the first step, the entire row of the data entry was excluded if there 
were missing data on any of the five items measuring self-efficacy. 

Listwise deletion was used because it does not introduce new errors 

to the outcome variable as replacing the missing data with other 
values. This step excluded 84,179 instances, so 527,825 instances 

remained. In the second step, the missing values of the predictors 

were replaced with their column medians.  

First, the responses of reverse worded items were reverse coded. 
Second, if the predictor is a categorical variable and is not grouped 



with other predictors (single-item scale), k-1 dummy variables (k is 
the number of categories) were created to replace the original cate-

gorical variable. Third, for multi-item scale response data (e.g., 

self-efficacy, measured by five items), a polytomous item response 
theory (IRT) model, the generalized partial credit model (GPCM) 

was used to transform the data to IRT scores ranging from negative 

to positive. In this way, self-efficacy scores became truly continu-

ous data. This is a similar method that was adopted in the PISA 
2018 Technical Report [18]. In order to facilitate meaningful inter-

pretations, the IRT scores were linearly transformed using a 

formula: 𝑋′ = 𝑋 × 15 + 100. The choice of multipliers for mean 

and standard deviation was arbitrary, just for the ease of interpreta-
tion (i.e., no negative self-efficacy scores). Such transformation 

does not alter the true comparative values of the measured con-

structs.  

Upon the completion of data preprocessing, the dataset contained 
64 individual predictors (including coded categorical variables) and 

one target variable (self-efficacy). 

3.5 Model Training, Validating, and Testing 
The xgboost and scikit-learn libraries in Python 3.7 were used to 

build the XGBoost and RF regressors. Model training, validating, 

and testing were conducted using the scikit-learn library. A nested 
cross-validation with grid search algorithm was used to obtain a 

robust and trustworthy estimation of the model tuning and perfor-

mance [16]. As shown in Figure 1, the nested cross-validation 
algorithm has two layers: an outer three-fold cross-validation and 

an inner three-fold cross-validation. There was a total of nine dis-

tinct folds of inner cross-validation and three folds of outer cross-

validation. The goal of the inner cross-validation was to find the 
hyperparameters yielding the best model performance, while the 

outer cross-validation was to test the generalizability of the tuned 

model performance to a new dataset.  

 

Figure 1: Nested cross-validation 

Hyperparameters tuned for both RF and XGBoost regressors in-

cluded the number of trees (n_estimators) and the maximum depth 

of the trees (max_depth). The maximum depth was selected in a 
range of 5 to 25, with a step of 5, whereas the number of trees could 

be 100, 150, or 200. Mean absolute error (MAE), Root mean square 

error (RMSE), and R2 were used as evaluation metrics for both 

model validation and testing.  

4. RESULTS 

4.1 Descriptive Statistics of Self-Efficacy 
The mean self-efficacy score of this sample was 99.99, ranging 

from 57.60 to 128.32, with a standard deviation of 13.28. Figure 2 

shows the histogram of self-efficacy scores that indicates a 

leptokurtic distribution. Thus, more students scored extremely high 

or low compared to a normal distribution.  

 
Figure 2: The distribution of self-efficacy IRT scores  

4.2 Evaluation Results  
Table 2 shows the training, validation, and test accuracy, for each 

set of the RF and XGBoost models, respectively. On the test set, R2 

of both prediction models was at least 0.447, suggesting that the 
two tree-based learning models could explain nearly half of the var-

iability in students’ self-efficacy. With reference to the range and 

standard deviation of self-efficacy scores, the MAEs and RMSEs 

indicated that both trained models achieved reliable prediction re-

sults.  

Table 2: Results of model performance in training 

Model Data RMSE MAE R2 

RF 

 

Training set 4.240 3.279 0.898 

Validation set 9.898 7.373 0.444 

Test set 9.878 7.354 0.447 

XGBoost Training set <.001 <.001 1 

Validation set 10.760 8.030 0.344 

Test set 9.776 7.271 0.458 
 

4.3 Relative Importance of Predictors 
The importance of the 64 predictors of students’ self-efficacy was 

ranked. Figure 3 and Figure 4 present the top ten predictors and 

their weight contribution to the predictive power for the two mod-
els. In the RF model, the motivation for mastering tasks appeared 

to be the most powerful predictor with a relative importance of 

19.5%, followed by meaning of life (10.8%), reading self-concept 
(5.1%), learning aspiration (4.4%), motivation for competition 

(3.2%), positive emotions (3%), empathy (2.9%), always feel proud 

(2.5%), and fear (2.5%).  

 
Figure 3: Relative predictor importance of the RF model 



The ten most important predictors of the XGBoost model were the 
motivation for mastering tasks (14.5%), meaning in life (11.1%), 

proud (sometimes, always, rarely, and never; a total of 26.5%), mo-

tivation for competition (4%), learning aspiration (3.9%), positive 
emotions (3.2%), and reading self-concept (3.1%). These predic-

tors contributed a total of 66.3% of the model prediction power. 

Notably, numerous variables were ranked in the top ten in both RF 

and XGBoost models, with motivation for task mastery and pur-
pose in life maintaining the top two positions in both models. 

However, all the highly ranked predictors in both models appeared 

to be students’ non-cognitive constructs including well-being and 
motivational factors. There were no variables of home factors, 

school climate, teachers, experience, and PISA 2018 test perfor-

mance in the top 10 list. 

 
Figure 4: Relative predictor importance of the XGBoost model 

5. DISCUSSION 
The present study employed the RF and XGBoost algorithms to 

predict students’ self-efficacy. The results suggest that the two tree-

based algorithms could predict students’ self-efficacy with small 
error sizes based on their self-reported survey data and test data. 

The XGBoost model seems to slightly outperform the RF model 

with respect to all chosen evaluation metrics on the test data.  

The results also revealed the most salient predictors of both ML 
models. According to the rank of the relative importance, the best 

predictors for both models appeared to be students’ non-cognitive 

factors including well-being and motivation. This is consistent with 
theories and empirical evidence [2, 13, 22, 27] supporting the close 

relationships between one’s self-efficacy and their other non-cog-

nitive constructs. On the other hand, gender was not a very 
important predictor. This is in line with a previous meta-analysis 

which reveals only a slight difference in self-efficacy between gen-

ders [13]. A surprising finding, however, is that students’ test 

performances in PISA 2018 did not strongly predict self-efficacy. 
In a number of previous studies, researchers often consider self-

efficacy as one of the strongest predictors for academic achieve-

ment [10]. However, this study revealed that predicting self-
efficacy based on academic achievement seemed to be less unsuc-

cessful. Another finding that is beyond our expectation is that home 

factors including parents’ education and qualifications and home 
possessions contribute poorly to the predictive power in both mod-

els. This contradicts other studies which suggest the strong 

associations between self-efficacy and socioeconomic status [12, 

15]. In addition, teachers-related variables and factors of school cli-
mate were not highly ranked predictors. We attribute the relatively 

weak predictive power of these predictors to their indirect relation-

ship with students' self-efficacy. Home factors, academic 
achievement, as well as school and teacher factors, usually shape 

students’ self-efficacy through other non-cognitive constructs. This 
also explains why the non-cognitive constructs are better predictors 

in the current models. 

The present study has three major implications. First, it provides a 
successful example of predicting students’ self-efficacy, expanding 

the body of literature on self-efficacy modeling. Second, it ranks 

the relative importance of predictors for students’ self-efficacy, 

paving the way for future studies to further examine the relation-
ships between self-efficacy and its best predictors. This may 

advance theories of self-efficacy as such expanding the model of 

how one’s self-efficacy is formed. Third, it predicts and models stu-
dents’ self-efficacy at scale, using data from an international 

assessment. Because high self-efficacy is beneficial to students’ 

motivation and learning experience [8], while low self-efficacy is 
associated with many mental and behavioral problems [24], early 

identification of low efficacious students is critical to students’ ed-

ucational careers and global well-being. This study suggests that it 

is feasible for education systems to use ML approaches to identify 

low self-efficacious students at scale.  

A limitation of this study is that the family-level, school-level, and 

country-level factors used to predict students’ self-efficacy are not 
exhaustive in the current ML models. Although our findings indi-

cate that factors such as students’ home factors and learning 

environment have a negligible effect on the model’s performance, 
the current study was not able to examine a number of other poten-

tially significant features. For example, parenting styles may be 

predictive of students’ self-efficacy at the family level; at the school 

level, the predictive effect of geography, socioeconomic position, 
and school resources remains unknown. Another limitation is that 

the dataset mainly relied on students’ self-reported questionnaires. 

Due to the subjective nature of self-reported data, the quality of stu-
dents’ responses may be subjectively biased. Finally, more tuning 

is needed for these models to address the overfitting issue inherent 

with tree-based models. 

6. CONCLUSION AND FUTURE WORK 
Noting that very limited ML research has been conducted to model 

students’ self-efficacy, this study is the first to establish tree-based 
models that successfully predict students’ self-efficacy at a large 

scale. This study also identified important predictors of students’ 

self-efficacy, which helps to identify students with low self-effi-

cacy and develop targeted programs to potentially improve self-
efficacy. In responding to the limitations of the current studies, fu-

ture studies can seek to use a more comprehensive feature set that 

includes more family level, school level, and country-level varia-
bles. In addition, for objective and real-time monitoring of self-

efficacy, future studies may use other methods to gather objective, 

real-time indicators for predicting students’ self-efficacy. In the fu-
ture, other ML algorithms (e.g., lasso, deep learning) will be 

employed to tackle this task. Thus, applying ML approaches to pre-

dicting students’ self-efficacy is feasible and constitutes an 

important undertaking. 
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