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ABSTRACT
Students are self-determined to choose degree programs and
courses at their own pace. However, this variety of choices
can lead to a long duration of study, especially in part-time
distance learning. Hence, this paper aims to explore data
on course enrollments of students pursuing bachelor’s and
master’s degrees in Computer Science and Mathematics at a
European distance-based German university to uncover pre-
dictors for study duration. Distance students have highly di-
verse backgrounds, which might also be represented in their
enrollment behavior and duration of study. Thus, it is vital
to analyze this behavior to identify bottlenecks and adjust
instructions. We employed a Multiple Regression Analysis
with a Genetic Algorithm for model selection to uncover
predictors that lengthen or shorten the study duration. For
model selection, we considered demographic data, modes of
study, enrollment behaviors, and individual courses. We
used the method to find predictors within the data of 1898
students who graduated in at least one of the five study pro-
grams offered by the Faculty of Mathematics and Computer
Science between 1999 and 2019. The enrollment behavior
strongly predicts the duration of study compared to demo-
graphic and study-behavior predictors. Individual courses
are good predictors for specific study programs.

Keywords
course enrollment, study duration, multiple linear regression

1. INTRODUCTION
In accordance with the Humboldtian model of higher edu-
cation, students are self-determined to choose degree pro-
grams and courses at their own pace. However, this variety
of choices can lead to a long duration of study, especially in
part-time distance learning. At many universities, a long du-
ration of study was not seen as a problem as long as sufficient
capacity was available. In the OECD countries, the propor-
tion of young people between 25 and 34 years of age with
a university degree rose by a total of 14 percentage points

between 2000 and 2013 [27]. In Germany for instance, the
number of students increased by 1,146,262 (63%) between
1998/99 and 2021/221. At the same time, the capacities for
teaching did not increase at the same level. In this paper,
we take a look at the duration of study as a driver for high
student number.

Study programs are designed so that students graduate within
a defined amount of time. If students exceed this regular
period of study, it has consequences for the students, the
teachers, and the respective faculty. Additional semesters
cost a student time and effort to repeat courses and exams.
This can also be accompanied by financial costs for tuition
fees and a late entry into professional life or a higher career
level. In addition, there are psychological burdens. For in-
structors, longer study durations mean an increase in the
amount of supervision required due to the need to retake
courses and exams. This is apparent in the supervision ra-
tio which is defined as the number of students per teacher.
From a faculty perspective, long-term students need to be
considered for capacity planning. Just like the number of
new program enrollments, the number of graduations is part
of the target agreements or key performance indicators con-
sidered by the university management and ultimately the
federal or state ministries of education. Today, higher educa-
tional organizations are placed in a very highly competitive
environment. The analysis, presentation, and data mining
is one approach to tackle challenges in the organization of
study programs.

The causes of protracted studies are not necessarily due to
a lack of motivation, performance, or effort on the part of
students. Behavioral factors in the choice of one or more
courses of study, as well as the distribution of the workload
over the semesters, can have a major influence on the time
to degree. Past studies have shown that differences in en-
rollment behavior are related to student diversity factors [2].
The manifestations of these factors vary by country/culture,
university type, institution, and program respective subject
domain. Further factors for a long study duration are under
the influence of teachers. Repetition of courses and exams
can be an indicator of high difficulty, but also of inadequate
instructional design or exams with low pass rates. Thus, it is
vital to analyze enrollment behavior to identify bottlenecks
and adjust instructions. Other reasons for a slowed down
study progress result from organizational bottlenecks, such

1See https://www.datenportal.bmbf.de/portal/de/
K254.html (accessed 2022/05/08).
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as overfilled courses, missing or too late reexaminations, an-
nual instead of semesterly course offers and examinations.

Hence, this paper aims to explore data on course enrollments
of students pursuing bachelor’s and master’s degrees in Com-
puter Science and Mathematics at a German distance-based
university to uncover predictors for study duration. Our
study aims at providing initial insights into enrollment pro-
cesses of German distance learning students. In particular,
we are going to focus on one research question (RQ): (RQ1)
What predictors significantly influence the duration of study?
To answer this question we employed a Multiple Linear Re-
gression Analysis with a Genetic Algorithm for model selec-
tion to uncover predictors that lengthen or shorten the study
duration. For model selection, we considered demographic
data, modes of study, enrollment behaviors, and individual
courses. We used the method to find predictors within the
data of 1898 students who graduated in at least one of the
five study programs offered by the Faculty of Mathematics
and Computer Science between 1999 and 2019.

Identifying predictors associated with time to graduation
can help educators design better degree plans, and students
make informed decisions about future enrollments. Distance
students have highly diverse backgrounds, which might also
be represented in their enrollment behavior and duration of
study. Thus, it is vital to analyze this behavior to identify
bottlenecks and adjust instructions.

2. RELATED WORKS
There exist various studies focusing on enrollment data. In
this section, we provide an overview of the background and
intent for the analysis of these data and shed a light on the
data and methods used.
Most of the research on enrollment data relates to educa-
tional institutions in the Anglo-American world. Among
the cited literature in this paper, only two papers refer to
African [34, 13] and three to European institutions of higher
education [7, 33, 3]. The majority of the works come from
traditional universities compared to distance learning uni-
versities as referred by [33] or MOOCs [31].
The intentions for analyzing enrollment data range from de-
scriptive analysis, prediction to the preparation of interven-
tions. [33] identify factors contributing to students con-
tinuing for the duration of their distance learning studies
and completing their degree. The motivation for enrollment
to computer science degree programs has been explored by
Duncan et al. [15]. Age, gender, and demographic trends
in motivation (goals, opportunities, and assurance of goal
achievement) for enrollment have been analyzed and signif-
icant motivation differences regarding gender and age have
been reported. Sahami et al. [30] explored the phenomena
of performance decline using the computer science enroll-
ments data from Stanford University and found that despite
increased enrollments, student performance remains stable.
Analysis is conducted on different scales such as courses [7],
study programs [35, 34] and faculties [35, 34]. [24] and [9]
for instance, analyzed changes in the enrollment and study
progress before and after policy changes. [35] focuses on
students’ experiences of guidance in relation to their study
progress and perceptions of their learning outcomes. The
impact of co-enrollment was studied by [8] and [37]. The
prediction of dropout (e.g. [10, 22, 7]), study performance

(e.g. [11, 14, 17, 25, 29, 38, 39]), and future enrollments
(e.g. [20, 23, 36]) gained a lot of attention in the last years.
Prediction of time to degree were employed by [18] and [21].
[6] identify potential predictors of academic success includ-
ing the time to graduation for Ph.D. students. Age, sex,
employment institution, mentor experience, and tuition sub-
sidy had no influence on the time to graduation and comple-
tion rate. [35] predicted slow study progress from self-report
data using Binary Logistic Regression. [24] identified factors
affecting time to bachelor’s degree attainment. Dahdouh et
al. used association rules mining over course enrollments for
recommendations of further study paths [12]. The rules are
used for recommending suitable courses to students based
on their behavior and preferences. [7] investigated bottle-
necks of learning progress in order to support the student
advisory services, while [28] make use of enrollment data to
prepare re-enrollment campaigns.
Data collected from university information systems has been
proved to be the source of helpful information (e.g. [24, 9, 4])
for improving study processes and educational decisions.
However, due to a strong data protection culture, some Eu-
ropean universities tend to interpret the European data pro-
tection regulations (GDPR) very strictly. Even within insti-
tutions researchers do not get access to personal data and
are also not allowed to link anonymized data. Student per-
formance data such as grades are considered particularly
sensitive. Another common source for investigating enroll-
ment behavior comes various forms of self-reports including
surveys (e.g. [26, 29, 13, 13, 31, 19]). The used variables
cover a broad range that reflects cultural and institutional
conditions. For example, the housing situation was studied
in countries where campus universities are found [5].
Subgroups including their intersections have been rarely con-
sidered [35, 3, 2]. [3] for instance, identified differences in
study success and early dropout between minority and ma-
jority students in economics which can be attributed to dif-
ferences in high school education, but not on academic and
social integration. [2] considered dimensions underpinning
students’ study philosophy towards teaching, learning, and
study for different groupings and subgroup interactions (e.g.
age, sex, ethnicity, study discipline, academic performance).
The definition of student profiles [7, 13] is an approach com-
ing from social science which can be helpful to distinguish
and explain patterns of subgroups.
The analytical methods used for enrollment analyses include
frequent item mining [1, 12], sequence mining [1, 9], Cluster-
ing [34], Social Network Analysis [37], Latent Profile Anal-
ysis [13], and Linear/Logistic Regression [24, 35, 34, 6]. For
example, Elbadrawy et al. [16] used sequence mining via the
so-called Universal discriminating Pattern Mining frame-
work capable of mining enrollment patterns from groups of
low and high-performing students to enable educators for
better degree planning. [26] applied an investment theory
to predict the degree of commitment. The application of a
Multiple Linear Regression by [5] and [24] underlines its ad-
vantages with regard to traceability, explainability, and the
possibility of deriving interventions.

3. METHODS
3.1 Data
The data set contains 1489 bachelor students and 1014 mas-
ter’s students who enrolled in 1999 to 2016 and finished the
degree until 2019. The collected data include student en-



rollments to courses during their studies, information about
completion of the degree, and a list of courses required to
complete the degree. In addition, the enrollment data do not
contain information on whether a student finished a course
successfully since different departments carry out the oral
and written examinations at the Faculty. University data
protection rules restrict the use and analysis of the exam
results. By enrolling in the program, students gave their
consent to the processing of the data used in this analysis.
To further ensure data privacy the unique identifiers of the
students have been pseudonymized in order to prevent link-
ing with other datasets and to prohibit the identification of
individual students. However, the identification of individ-
uals cannot be ruled out, the data set will only be provided
on request instead of being published.

The available data includes demographic data as well as in-
formation on the enrolled programs and courses. From this
information, four diversity dimensions will be categorized
with regard to (i) demographics, (ii) study behavior, (iii)
enrollment behavior, and (iv) course impact. While the first
three categories are related to the students, the latter refers
to organizational and didactical aspects mainly influenced
by the responsible teachers.
The demographic data available contains the age at program
admission, gender, and the completion of previous bachelor’s
or master’s degrees. The age ranges between 14 and 69 in
all study programs. Detailed demographic information per
program are listed in Tab. 1.
From the program enrollment data, we derive study behav-
ior information. Students at the Faculty of Mathematics
and Computer Science can enroll in up to three programs
at the same time. These programs are prioritized by the
student (cf. Program priority). For each program, students
can decide whether to study full-time or part-time which
has an effect on the expected study duration. The duration
of study in part-time study is half as long as the full-time
duration. Furthermore, Master’s programs distinguish con-
secutive study after completing a related bachelor’s degree
and non-consecutive study. A second degree is stated if a
student already achieved a degree on the same level (e.g. a
second bachelor’s degree). Listener status describes the op-
portunity to join a program as a guest or listener without
the obligation to achieve a degree.
The enrollment behavior is described by the number and
variety of course enrollments per semester and in total. For
the first three semesters first-time and re-enrollments are
counted separately (e.g. Enrollments 1st semester, Repeti-
tions 2nd semester). For the number of unique courses, we
distinguish between courses offered at the Faculty (Different
Faculty courses) and those offered at another faculty (Dif-
ferent other courses). Semesters without any enrollments
are described as semesters off.
Furthermore, 25% of the most frequently enrolled course
have been dummy-coded for each student representing the
fourth diversity dimension.

3.2 Multiple Linear Regression
For each study program, the student data was represented in
a Learner Profile including the before mentioned data about
the demographics, study behavior, and enrollment behavior
as well the binary information about the most frequently
enrolled courses.

Outliers regarding the total number of different enrolled
courses, the total course repetitions, and the repeating en-
rollments have been removed. Values above the mean plus
three times the standard deviation have been considered as
outliers. Finally, 884 B.Sc. and 1014 M.Sc students re-
mained in the dataset.
The mentioned variables have been selected from the Learner
Profile and used to produce model formulas. These formulas
are passed to a fitting function. The variables in the formula
correspond to the data in the Learner Profile. The duration
of study was defined as the dependent variable. The re-
maining variables were used as independent variables in the
formulas. By default, an intercept is included in all models.
Due to the initial use of a large number of variables, it is
necessary to find a simpler model based on fewer variables.
Instead of trying all candidates for a suitable model with
an unapplicable brute force approach, the candidate set is
explored by a Genetic Algorithm (GA). A GA can readily
find the best models without fitting all possible models. For
the GA the formula is encoded as a sequence of binary val-
ues. This sequence forms a population that will undergo an
evolution by adapting certain bits to form a new generation.
The genetic algorithm keeps track of a population of models
and their size. Asexual reproduction, sexual reproduction
from parental generations, and immigration are the three
methods used to create the next generation of models.
As decision criterion the Akaike Information Criterion (AIC)
is used. It is defined by

AIC = −2l(β̂M , σ2) + 2|M + 1| (1)

with l(β̂M , σ2) as the maximum value of the log-likelihood
and M as the number of variables present in the current
model. On the one hand, one can see that the AIC value is
negatively directed, which is why the goal of model selection
is to minimize this value. On the other hand, a high number
of variables is penalized. Thus, a too complex model is pre-
vented. The models are fitted to every generation by using
the AIC values to calculate each model’s fitness, w. The ith
model’s fitness is calculated as follows:

wi = exp(−(AICi −AICbest)) (2)

where AICbest is the best AIC in the current population
of models. Lower AIC means higher fitness. Inference was
aided by point and interval (95% CI) estimates, the good-
ness of fit measures, AIC, and p values.
In order to measure and compare the goodness of a fitted
model we compute the Cragg-Uhler Pseudo−R2. Pseudo−
R2 is defined as one minus the ratio of the residual deviance
and the intercept (null deviance):

R2 = 1− ResidualDeviance

NullDeviance
(3)

R2 describes the deviation of the current model between 0
and 1, whereas 0 means total deviation and 1 a complete
congruence.

4. RESULTS AND DISCUSSION
Appendix A.1 provides an overview of the fitted models and
the number of predictors with regard to the four categories
of diversity dimensions. Except for the B.Sc. CS the values
for R indicate a good model fit. For the smaller number
of graduates in the M.Sc. in Mathematics a very good was



Table 1: Demographic information about the students who graduated in the Computer Science (CS) and Mathematics programs

Program name B.Sc. CS M.Sc. Practical CS M.Sc. CS B.Sc. Mathematics M.Sc. Mathematics
Time range 1999-2019 2003-2019 2003-2019 2000-2018 2003-2018

N (mean ± sd)
Women 454 16 120 130 9
Men 634 153 690 180 33
Total 686 169 803 198 42

Age at admission (years mean ± sd)
Women 31.77 ± 6.14 31.56 ± 5.39 32.53 ± 7.84 28.39 ± 7.88 31.78 ± 10.44
Men 30.44 ± 6.24 29.86 ± 5.42 31.61 ± 6.82 30.79 ± 7.88 30.45 ± 7.93
Total 30.69 ± 6.23 30.02 ± 5.42 31.74 ± 6.98 30.29 ± 7.89 30.74 ± 8.41

Time to degree (semesters mean ± sd)
Women 14.15 ± 6.19 10.19 ± 4.81 5.58 ± 3.31 11.06 ± 3.7 5.89 ± 1.05
Men 11.89 ± 6.18 8.5 ± 3.82 5.89 ± 3.56 10.22 ± 4.83 7.91 ± 3.74
Total 12.31 ± 6.24 8.66 ± 3.94 5.85 ± 3.52 10.4 ± 4.61 7.48 ± 3.44

achieved. The AIC and BIC measures are not suitable to
make comparisions between the programs but relate to the
model complexity. The model of the bachelor of CS appears
to be the most complex with 29 predictors. Here again, the
M.Sc. in Mathematics stands out with simpler model of 8
predictors.
The four diversity dimensions have a different influence on
the models. In general, it can be said that demographic
factors and study behavior predicting the study duration
less than the enrollment behavior. The effect of individual
courses depend on the study program.
The fitted linear regression models for predicting variables
influencing the duration of study in each of the five study
programs are presented in the Appendx A.2. The size of
the coefficients expresses the number of semesters by which
the study is extended or, if negative, shortened. For exam-
ple, if a student takes 3 courses in the Bachelor CS in the
3rd semester, the duration of study is shortened by 3 times
-0.38, i.e. by 1.14 semesters. Binary represented values like
gender or taking a certain course correspond to factor 1. As
stated before, age has no significant impact on study dura-
tion. Note, that the coefficient for the age is multiplied by
the number of years. As a result, this apparently small co-
efficient may predict the study duration of elderly students.
Also the gender impact is compratively small, but recogniz-
able with opposit direction in the CS bachelors and Practical
CS masters’ programs. For the same two programs the exis-
tence of a past degree predicts the time to degree. While the
length of study for students in the Bachelor CS is shortened
by the experience gained in another program, the length of
study is lengthened for students in the Master Practical CS.
Studing in multiple programs at the same time can be ben-
eficial for the overall study duration. This can be explained
by the fact that examination credits from one study program
can be credited in the thematically related study programs
of the faculty. Thus, a successfully completed examination
can be used in several study programs. However, for the
M.Sc. CS additional activities on other programs is at the
expense of the duration of study. The enrollment to courses
of other faculties extends the time needed for completion.
As expected, the total course repetition and the variety of
chosen Mathematics-related or CS-related course strongly
predict study duration. A single semester off lengthens the
study duration by more than one semester.

5. SUMMARY AND OUTLOOK
In this paper, we explored data on course enrollments of stu-
dents pursuing bachelor’s and master’s degrees in Computer
Science and Mathematics at a European distance-based Ger-
man university to uncover predictors for study duration. We
tried to consider the highly diverse backgrounds of distance-
learning students that are represented in a restricted and
pseudonymized dataset consisting only of information on
current and past study programs and enrolled courses. From
this information, Learner Profiles have been created. These
profiles contained measures that are potentially suitable for
describing influencing factors for the duration of study. In-
stead of predicting the time of study completion for future
cohorts, we used them to describe and analyze the past stu-
dent (and teacher) behavior. We find it is vital to analyze
this behavior to identify bottlenecks and adjust instructions
as wells the organization of study programs.
We employed a Multiple Regression Analysis with a Ge-
netic Algorithm for model selection to uncover predictors
that lengthen or shorten the study duration. For the mod-
els, we considered demographic data, study behavior, en-
rollment behaviors, and individual courses. We used the
method to find predictors within the data of 1898 students
who graduated in at least one of the five study programs of-
fered by the Faculty of Mathematics and Computer Science
between 1999 and 2019. With regard to RQ1 the enrollment
behavior strongly predicts the duration of study compared
to demographic and study-behavior predictors. Individual
courses are good predictors for specific study programs.
As a next step, we want to identify changes in the fitted
models over time. The considered time range of almost 20
years included many changes of regulations, tuition fees, and
teaching staff. Similar to the work of [24] and [9] we want
to trace predictors over time in order to recognize relevant
trends for teachers and faculty managers. With this regard,
we also would like to continue our past research about stu-
dent course recommenders [32].
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APPENDIX
A. LINEAR REGRESSION MODELS
A.1 Overview of Linear Regression Models

Table 2: Overview of the fitted Linear Regression Models of students’ time to degree

Program B.Sc. CS M.Sc. CS M.Sc. Practical CS B.Sc. Mathe M.Sc. Mathe
Model goodness
R² 0.67 0.81 0.88 0.82 0.92
AIC 1380.39 611.59 2306.13 324.20 115.11
BIC 1433.69 656.85 2388.48 353.61 129.11
Number of predictors
Demographic-
related

3 0 3 0 0

Study-
related

3 2 1 2 2

Enrollment-
related

11 10 11 5 6

Course-
related

13 2 4 8 1

Total 29 13 17 14 8
* p<.1, ** p<.01, *** p<.001



A.2 Coefficients of the best fit Linear Regression Models

Table 3: Coefficients of the best fit Linear Regression Models of students’ time to degree

Coefficient B.Sc. CS M.Sc. CS M.Sc. Pract.
CS

B.Sc. Mathe M.Sc. Mathe

(Intercept) 10.90*** 4.11** 1.93*** 9.49*** 3.27***
Age 0.04 - 0.01* - -
Male -1.02* - 0.19 - -
previousDegreesMaster -1.61* - 0.81* - -
Fulltime study -1.06* - -0.25* - -
Programme priority -0.79 1.67 - -3.04* 3.27***
Second degree 0.68 1.28* - 1.73** -
Semesters off 0.95*** 1.44* 1.13*** 1.48*** 3.27***
Total course repetitions 0.23*** 0.49*** 0.46*** 0.30*** 0.49***
Different CS courses -0.05 0.2*** 0.18*** 0.10** -
Different other courses 0.04 - 0.26*** - 0.20***
Enrollemnts 1st semester -0.17* -0.19* -0.61*** - -0.23*
Enrollments 2nd semester -0.05 -0.28* -0.46*** - -
Enrollments 3rd semester -0.38** -0.38*** -0.34*** - -
Repetitions 1st semester -0.37 -0.89*** -0.71*** -1.00** -
Repetitions 2nd semester -0.35 -0.75*** -0.57*** - -1.03***
Repetitions 3rd semester -0.12 -0.8** -0.17* -1.72*** -0.62*
Course 1144 - - - -5.22*** -
Course 1145 - - - 4.64*** -
Course 1202 - - - -1.45* -
Course 1358 - - - - -1.81*
Course 1359 - - - - 2.38*
Course 1361 - - - -1.54* -
Course 1584 1.49** - - - -
Course 1613 -0.07 - - - -
Course 1618 0.49 - - - -
Course 1657 -1.43 - - - -
Course 1658 0.34 - - - -
Course 1661 0.63 - - - -
Course 1666 - - 0.27** - -
Course 1671 0.14 - - - -
Course 1678 -0.46 - - - -
Course 1793 0.21 - - - -
Course 1801 0.06 - - - -
Course 1814 - - 0.33*** - -
Course 1853 - 0.54* - - -
Course 1866 0 - - - -
Course 1895 0.01 - - - -
Course 1896 1.21* - - - -
* p<.1, ** p<.01, *** p<.001


