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ABSTRACT
In distance education and some computer-assisted learning
scenarios asking for help when needed is important. Some
students do not ask for help even when they do not know
how to proceed. In situations where a teacher is not present,
this can be a serious setback. We aim to find an approach
to learn about students’ help-seeking behaviour by studying
sequences of actions that end with the student asking for
help. The goal is to be able to recognize those students who
need help but fail to ask for it and offer them assistance. We
propose to include the temporal context of user-platform
interaction and suggest an ensemble model to learn from
both general and personal tendencies.

Categories and Subject Descriptors
K.3.1 [Computers and Education]: Computer Uses in Edu-
cation; I.2.6 [Artificial Intelligence]: Learning; I.5.4 [Pattern
recognition]: Applications; G.3 [Probability and Statistics]:
Markov processes, Time series analysis

Keywords
Adaptive systems, time series, educational data mining, per-
sonalized education

1. INTRODUCTION
Researchers have found help-seeking to be important in learn-
ing scenarios and observed that some students do not reach
for help when they need it [4, 25]. When a teacher is not
always present, and the student needs some level of self-
discipline, not asking for help might be problematic as the
student could end up wheel-spinning [18] or abandoning the
task. The longitudinal nature of student-platform interac-
tions leads us to think that taking into account the temporal
context could be useful for analysing help-seeking behaviour.
There is literature on help-seeking including temporal data,
and some works have focused on performance prediction or
have centred on specific knowledge topics. However, we have
not found work that focuses on the behaviour around help-

seeking actions, including temporal data and independent of
student knowledge and task content. In this Master Thesis,
we propose to represent student-platform interactions as se-
quences of actions, study whether sequential patterns exist
in students’ help-seeking behaviour and explore whether a
prediction model could identify students that need help but
do not ask for it.

2. RELATED RESEARCH
Time series studies are very common in natural sciences and
some social sciences. Studies that make use of time series
data can also be found in the field of educational sciences [5,
8, 9, 13, 14, 15, 17, 29]. We have reviewed existing works on
both help-seeking behaviour and time series data analysis.
In section 3 we highlight the specific differences between the
works exposed here and what we propose to do.

2.1 Help-seeking behaviour
Knowing when to ask for help is important [4, 11]. [10, 11]
agreed that it could improve resilience and efficacy. Accord-
ing to [10], help-seeking has been studied for years but the
rise of new technologies opens new research opportunities on
help-seeking in these new contexts.

Some works have focused on detecting specific situations
that are known to be problematic. For instance, in classes
where the teacher has more students than desired, it might
be difficult for them to identify students who need help or
are stuck. [18] developed a method using machine learn-
ing (ML) models to automatically predict wheel-spinning
and decide how to intervene. [4] attacked both problems
of asking for help too much and not enough by negotiat-
ing with the student. Rather than using ML models, they
predefined a set of heuristics. A slightly different situation
was studied by [32]. Their goal was to find a connection
between student procrastination (i.e. intentionally delaying
work) and their activities within different learning materials.
They used data from a massive open online course (MOOC)
platform and found two main study strategies: students who
delayed work worked intensively for short periods followed
by long pauses, while students who did not delay usually
split the tasks into subtasks and worked more constantly
but less intensively.

Other works have focused on knowledge tracing [6, 7, 24],
however, we will not be considering student knowledge but
their behaviour and interaction with the educational system.



2.2 Pattern recognition and sequence predic-
tion

To cluster categorical sequences, one needs to define the
function or method used to compare the sequences pair-
wise, that is, how to measure the distance between them.
[5] analyzed activity frequency through the length of dif-
ferent online courses to study if different activity patterns
were related to student performance. They used agglom-
erative hierarchical clustering (AHC) with the Levenshtein
distance. [17] used a similar approach and found patterns in
group problem-solving strategies analysing group behaviour
of students working on interactive tabletops. [8] also used
AHC with the Levenshtein distance and found 3 groups of
similar study state sequences using data from a drill-and-
practice learning environment in college mathematics.

[13] found that a large subgroup of MOOC participants
might have been engaging by watching video lectures with-
out doing the assignments. Their methodology consisted in
constructing, for each student, vectors of states represent-
ing their engagement trajectories through the course. They
computed the distance between trajectories by assigning a
numerical value to each label and calculating the L1 norm.

[14] proposed a method that would capture the clusters’
number and size evolution over time. They transformed
log data sequences into Markov chain models. Then, they
computed the pairwise similarities by computing the ex-
pected transition probabilities using the stationary distri-
bution over the actions. They used the Jensen-Shannon di-
vergence and the Hellinger distance between the expected
transition frequencies of the Markov chains (more details in
[21], as cited in [14]). They used k-means with an evolu-
tionary clustering method that tracks the evolution of the
similarities over time by smoothing the similarity matrices
([31] as cited in [14]). [9] also modelled student behaviour
using Markov chains. They randomly generated Markov
chain priors and assigned each sequence to the prior most
likely to generate it. Then, each prior would be updated to
the Markov chain generated using its associated sequences.
These last two steps were repeated until less than 5% of the
sequences would change their prior. As they stated, this
method is similar to k-means but with the clustering being
dependent on the Markov chains instead of on a similarity
measure performed directly on the sequences.

[29] was able to detect unprofitable learning experiences and
predict student performance by using time series data. They
used dynamic time warping (DTW) to measure the distance
between sequences and performed hierarchical clustering to
find clusters. DTW was proved to be useful; however, to
the best of our knowledge, it is not suitable for categorical
sequences but only for numerical ones and has therefore been
ruled out as a possible approach to our specific problem.

Artificial neural networks (ANNs) are known to be useful
for a vast variety of tasks. When it comes to time series, the
most used ones seem to be recurrent neural networks (RNN)
and long short-term memory networks (LSTM). RNNs’ main
limitation is their difficulty to work with long sequences due
to a vanishing gradient problem [12]. While LSTMs solve
this issue, they usually take quite a long to train and have
difficulties in capturing long-term dependencies in long se-

quences [12, 30]. Finally, a novel approach called trans-
former networks was introduced by [30]. This approach in-
troduces what the authors called an attention mechanism,
which solves the long-term dependency problem in LSTMs.
[2] used LSTMs in a multi-module system to analyse the
relationship between intent and user actions in interactive
systems. [16] used time-aware LSTMs (T-LSTM), a spe-
cial type of LSTM that can handle time irregularities, to
model student knowledge state in continuous time. They
conducted an empirical experiment and discovered that they
outperformed regular LSTMs, logistic regression and recent
temporal pattern mining (RTPs). [15] used RTPs along with
support vector machine (SVM) and logistic regression to
predict student performance and detect the need for inter-
vention using students’ answers to programming exercises.
They were able to classify students within only 1 minute
into the exercise.

3. EXPECTED CONTRIBUTION
To our knowledge, this would be the first work to use student-
platform interaction data in form of sequences of actions to
predict help-seeking behaviour while being independent of
the topic being taught. Our approach differs from exist-
ing work by joining three main aspects. First, help-seeking
behaviour: we have found works that linked the need for in-
tervention with performance or student knowledge [6, 15, 16]
instead of analyzing the behaviour surrounding actual help-
seeking actions. Second, time-awareness: we have found
works that have used cumulative data (e.g. number of at-
tempts) to predict the need for intervention [18] but did
not take into account the temporal context. Third, topic-
independence: we have found works that did take into ac-
count the temporal context but focused on the content of
student answers for specific topics [15, 23].

The approach we propose would include the temporal con-
text, would not be dependent on the nature of the content
being taught and would focus on user-platform interaction
(i.e. clicking, typing, deleting, consulting theory, etc).

While this research is still in the early stages, we believe
in the importance of students’ affective state [26, 27, 28]
and might consider including the affective context if possi-
ble. Finally, if we were to find successful results, we believe
that richer predictions could be obtained by joining student
knowledge information [6, 15, 16] along with the information
learnt from help-seeking behaviour. However, this is out of
the scope of this research.

4. RESEARCH QUESTIONS
We aim to study whether our proposal would be feasible and
for that we present two research questions:

Q1 Are there temporal patterns in students help-seeking
behaviour?

Q2 Can temporal student-platform interaction data be used
to detect students who need help but do not ask for it?

5. PROPOSED METHODOLOGY
We will be dealing with both supervised and unsupervised
problems: we will be using clustering algorithms towards
answering Q1 and prediction algorithms towards answering



Q2. We propose to perform clustering (Q1) as a preliminary
step to a more complex system (Q2). Clustering can lead
to interpretable results and reveal information that could be
useful to pedagogical experts while some prediction methods
are more powerful but may act as a black box. As well as
considering less interpretable methods, the system proposed
in Q2 addresses personalization. We expose the methodol-
ogy we intend to follow, and the methods we have considered
so far.

5.1 Data
The dataset to be used is yet to be found or constructed.
Efforts are being made to find a suitable dataset. Some
promising options are being considered but are yet to be
confirmed. Even though, the characteristics that we look for
in a dataset have been defined. The dataset should contain
action logs that originated from the interaction between a
student and a learning platform that has some kind of help
tool that the student can choose to use. Each log should
include, at least: (1) action type, (2) action start time, (3)
action end time, (4) student identification (anonymized) and
(4) exercise identification.

Given that some actions are continuous rather than instan-
taneous, we will need to decide how to represent this charac-
teristic. As an example, a student might consult the theory
section of the system just for 10 seconds, or they could spend
5 minutes consulting the content. It would be desirable that
those two cases were not represented in the same way and
that duration was taken into account. When using Markov
chains, if we consider action durations, the probabilities of
staying in the same state will always be 0, and the duration
would not be taken into account. To solve this, we could
consider splitting the actions into time slots. We will need
to take into account that some other actions might be in-
stant actions, with practically no duration, e.g. submitting
an exercise. We will need to make sure that the model we
use does not undermine these actions. Finally, if possible,
we might consider including idle actions, that is, time in
which the student does nothing.

5.2 Clustering
To answer Q1, we encounter two main decisions: how to
determine the distance between sequences and which clus-
tering algorithm to use.

5.2.1 Distance between the sequences
The main challenge of dealing with sequential data is that
they cannot be directly fed to traditional clustering algo-
rithms. First, one needs to decide how to represent the
sequences and define how to compare them. We have de-
cided to try two methods for representing the distance be-
tween sequences: Markov chains and the Levenshtein dis-
tance. Markov chains represent a sequence by considering
the probability of going from one state (i.e. action) to an-
other. The basic form of a Markov chain only considers
the current state to predict the next one. This could be
a limitation and therefore n-order Markov chains could be
considered. In a Markov chain of order n, n previous steps
are taken into account. On the other hand, the Levenshtein
distance is a type of edit distance, that is, the minimum
changes required to transform one sequence into another.

The Levenshtein distance considers insertions, deletions and
substitutions.

5.2.2 Clustering algorithms
Taking into account existing work, we have narrowed the
search for a clustering method down to two: hierarchical
clustering and k-means. The main drawback of k-means is
the requirement of a predefined number of clusters, which
in our case is unknown. Hierarchical clustering has the ad-
vantage that the number of clusters can be chosen a poste-
riori, however, it can be expensive when dealing with large
datasets. K-means is usually a fast algorithm, although it
might depend on the chosen distance metric [19].

5.3 Prediction
Towards answering Q2, we propose a prediction system; its
characteristics are presented in this section.

5.3.1 System structure
While we want to take advantage of how students in general
behave, we want to provide a personalized learning experi-
ence. To do so, a student’s personal traits and tendencies
must be taken into account. Therefore, we aim to take ad-
vantage of the general traits of student behaviour while pre-
serving the personal study tendencies of each student, thus
combining an inter-subject with an intra-subject approach.
To achieve this goal, we propose an ensemble system com-
posed of three blocks. We name the system SHEmblE (Se-
quence analysis of Help-seeking behaviour with an ensEM-
BLE model for Educational systems)

Firstly, we will have a prediction model that will be trained
with all the available data. We will refer to this model as
the common model as it will be shared among all students.
We expect it to be able to learn the general patterns of help-
seeking behaviour if those exist.

Secondly, we will have what we call a personal model. Each
student will have each own personal model trained with their
own data, if any. We expect this model to be able to learn
the personal tendencies and preferences of a student.

Finally, a third model will combine the predictions of com-
mon and personal models. We call this model the ensemble
model and we expect it to learn how to combine the predic-
tions the best way possible.

We will focus on students who regularly ask for help for the
general model. However, from those students, we will take
into account interactions that exhibit help-seeking behaviour
as well as those in which the student does not need help to
successfully reach their goal. Sequences from students who
never ask for help will not be included as we cannot know
if the student did really not need assistance, or they simply
never ask for it.

We are aware that data size will be a concern regarding
the personal model. Its goal is to provide individualization,
and thus, we believe it is an important part of the system
[1, 7, 22]. Therefore, the ensemble model could take into
account the amount of data with which the personal model
was trained in order to weigh the predictions properly.



Figure 1: General schema of SHEmblE, the proposed system.

The ultimate goal, if this system was to achieve good results,
would be to implement it in a real educational system. Fig-
ure 1 represents the overall structure of the proposed sys-
tem. The idea would be to be able to detect, in real-time,
students that need help and offer it to them. Apart from
collecting logs from students that ask for help themselves,
whenever we offer help we would save their response as well.
The scope of this work comprises the common, personal and
ensemble models, the rest could be the object of study of
future research.

5.3.2 Prediction algorithms
Time series prediction has been the challenge of many works
in literature. This work deals with categorical time series,
in other words, categorical sequences. It has been nar-
rowed down to three methods: artificial neural networks,
hidden Markov models, and recent temporal patterns. As
exposed in section 2, ANNs have been used in problems in-
volving time series data and showed promising results, dif-
ferent types found in the literature will be considered (e.g.
LSTM, T-LSTM, transformers). HMMs have also been use-
ful for predicting and classifying action sequences. [20] found
that HMMs needed fewer training samples and less CPU
time while performing similar to LSTMs. Finally, RTPs [3]
have been successful at similar tasks. [15] used them and
managed to detect students that needed intervention only
one minute after starting an exercise. While their data con-
sisted of attributes of the students’ answers’ content and
ours will consist of interaction data, we believe that a simi-
lar approach could be applied to our particular task.

5.3.3 System training and evaluation
The system we propose is going to be composed of three
different models. These models will be evaluated indepen-
dently and altogether. We intend to evaluate the common
model by performing a variation of the leave-one-out cross-
validation (LOOCV) in which in each iteration the whole
data of one student is left out for validation. Regarding
the personal model, the dataset will be split by the se-
quences’ student id and for each student, a LOOCV will be
performed. The performance of the personal model will be
assessed by combining all the performances (eg. mean and
standard deviation) and special attention will be paid to pos-

Figure 2: Graphical representation of the evaluation scheme
and the generation of the dataset for the ensemble model.

sible outliers. Finally, the ensemble model block will need to
be fed the predictions of the other two models. Therefore, a
whole new dataset E will need to be constructed such that:

• Consider the set of n students S = {si|i ∈ {1..n}}.

• Each student si has got mi sequences
Qi = {qij |j ∈ {1..mi}}

• The instance eij will correspond to the sequence j of
the student i and will contain at least 2 features:

– The output of the common model trained using
the sequences from students other than si.

– The output by the personal model trained using
the sequences of student si other than qij .

Moreover, additional features could be added, such as
the size of the dataset used to train the personal model,
given that some students might have few or no data.

• The dataset E will then have
∑n

i=1 mi rows.

Once the dataset has been constructed, k-fold cross-validation
can be performed. Figure 2 shows a graphical representation
of the proposed evaluation method.

6. CONCLUSIONS
We have not found works that aim to detect students who
need help by analysing behaviour around help-seeking ac-
tions using time-aware user-platform interaction data. In
this Master Thesis, we aim to study whether such data can
be useful to predict help-request actions and propose an en-
semble system that combines a shared model and a personal
model so as to achieve individualization.

This work is still at a very early stage. Any feedback and
ideas on this proposal are very much welcomed. Specifically,
comments on the sequence representation, and the clustering
and predictive model choices will be appreciated.
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