Tracing Knowledge for Tracing Dropouts: Multi-Task Training for Study Session Dropout Prediction
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ABSTRACT
Study session dropout prediction allows for educational systems to identify when a student would stop a study session which gives vital information to prolong learning activity. Student session dropout can depend on many factors that are involved with the engagement when using the system. The student’s knowledge level and their track records within the system are closely related to the student’s willingness to continue with their study. Knowledge tracing as a task models the user’s knowledge level given study history. The information from knowledge tracing can have significant impact on predicting the student’s willingness to continue, which is why it is natural to train two tasks jointly for better generalization in dropout prediction task. While extensive research has been conducted individually on dropout prediction and knowledge tracing, the effect of jointly modeling two tasks has not been thoroughly investigated. Hence, we show that multi-task training of the study session dropout prediction model along with knowledge tracing boosts the performance of study session dropout prediction, especially on more challenging tasks and datasets. Specifically, with Transformer-based models, multi-task training significantly improves Area Under Receiving Operator Curve (AUROC) by 3.62% in further $N$-step dropout prediction task, which is a study session dropout prediction task under a more practical setting. Moreover, under label-scarce and class-imbalance settings, our method shows improvements of AUROC up to 12.41% and 11.22%, respectively. Our results imply that knowledge tracing is closely related to study session dropout prediction and can transfer positive knowledge in multi-task training, which provides a new way to better predict dropouts especially in difficult settings.
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1. INTRODUCTION
The advantages of e-learning has gathered the attention of both educators and researchers. One of the lasting problems in e-learning is the ability to maintain the user’s attention during the system use. For instance, students in mobile learning environments are more prone to distractions and exhibit difficulties in concentration [16, 20, 5]. Thus, being able to properly identify when these issues occur will allow an Intelligent Tutoring System (ITS) [11] to appropriately and preemptively intervene. This task is called Study Session Dropout Prediction and has been recently proposed by [21]. Predicting such session dropout is a crucial task in Educational Data Mining (EDM) to understand student’s behaviors and learning environments, which can lead to increased learning effect.

However, study session dropout prediction has not yet been extensively studied. Many recent research works have instead focused on predicting student dropout in environments like universities or Massive Open Online Courses (MOOC) [3, 13, 27, 33, 35]. Interestingly, [22, 9, 26] has also shown that one of the main reasons students drop out from schools or classes is their academic performance which is highly relevant to their knowledge states. Given such knowledge, we hypothesize that study session dropout can also be attributed to the knowledge states of students.

Hence, in this paper, we jointly model study session dropout prediction with knowledge tracing, which is a heavily studied task that [12, 23, 8] that aims to predict the student’s future performance on knowledge components (e.g. questions or concepts) given the student’s historical data. In this study, we address this issue through a machine learning methodology known as multi-task learning [4]. Multi-task learning jointly trains multiple tasks together to formulate a comprehensive understanding of the nature of the data. Specifically, we implement a multi-task training model that is trained with both session dropout prediction and knowledge tracing.

The contributions of this paper are as such:

- We provide a multi-task training framework to jointly model study session dropout prediction and knowledge tracing.
- We show that our multi-task training framework boosts the performance of the trained model on study session dropout prediction. Also, we show that our method elevates the performance in further $N$-step dropout prediction task, where the model has to predict dropouts not only in immediate time step, but also in future time steps.
- We perform extensive ablation studies to show that multi-task training shows even higher performance on more difficult experimental settings such as label scarcity and class-imbalance. We also show with ablation studies that the thresh-
old of lag time that we use to define session dropout also affects the performance of multi-task training.

2. RELATED WORKS

2.1 Dropout prediction

There have been many attempts to predict dropouts in various environments. Traditionally, dropout prediction has been incorporated to predict student dropouts [3, 27]. Following the proliferation of internet, dropout prediction became applicable in online services. [2, 15] incorporated deep learning methods in Spotify Sequential Skip Prediction Challenge, where the task is to infer the songs that will be skipped in the second half session after the first half. Models such as denoising autoencoder and variants of Long Short Term Memory (LSTM) network were utilized. [13, 33, 35] used deep learning methods such as Convolutional Neural Network (CNN) to predict student’s dropouts in MOOC. Study session dropout prediction has been studied to discover student’s involvements in mobile learning environments. [21] utilized the Transformer network [31], which replaced the recurrent architecture of Recurrent Neural Networks (RNN) by self-attention blocks, to predict the study session dropout probability in mobile learning environment. We used Deep Attentive Study Session Dropout prediction (DAS) model in [21] with multi-task training approach in our experiments.

2.2 Multi-Task training

Multi-task training or multi-objective training is a method to train a machine learning model with multiple objectives [37], which tries to enhance the performance on original task by sharing features with auxiliary tasks. It has been used across various domains in machine learning, such as Computer Vision and Natural Language Processing. For example, in [24], the authors used multi-task training for face labeling by training a CNN to handle both likelihoods and pairwise label dependencies. Multi-Task Deep Neural Network (MT-DNN, [25]), is a BERT [11] based model with several task-specific layers for multi-task learning, which outperforms vanilla BERT’s performance on the GLUE benchmark [32].

There are also several applications of multi-task training in an educational field. Huang et al. [18] presents a transformer-based model that identifies whether a given voice of a teacher corresponds to a question or not, which solve the problem as a multi-class classification problem to recognize question types. Geden et al. [14] proposed LSTM-based model to predict correctness rate of all questions instead of the average correctness rate for the related questions. In [19], Huang et al. suggests Deep Reinforcement Learning based exercise recommendation system whose reward function is designed to satisfy multiple objectives.

2.3 Knowledge Tracing

Knowledge tracing is a task of modeling students’ knowledge level given their learning activities. Knowledge tracing and dropout prediction shares the aspect that they both model students’ responses given their learning histories. Bayesian Knowledge Tracing (BKT) is a traditional method which treats student’s learning activities as binary variables representing whether the student understands a certain concept or not [36]. Some works proposed to incorporate deep learning methods in knowledge tracing. [29] feeds the users’ one-hot encoded learning activities into RNN-based model architectures to output the correctness prediction probability. [7, 28] are the works that use Transformer-based architectures for knowledge tracing. SAINT [7] has a similar architecture to DAS, which uses Transformer’s both encoder and decoder structure.

3. METHODS

3.1 Study Session Dropout Prediction

Formally, a student’s learning history is given as a sequence of interactions

\[ I = (I^{(1)}, I^{(2)}, I^{(3)}, \ldots, I^{(T)}) \]

where each \( I^{(j)} = (e^{(j)}, f^{(j)}) \) includes meta-data of the question \( e^{(j)} \) that a student solves at \( j \)-th step (e.g. question id, category of the question, question text, ...) and the meta-data of the student’s response \( f^{(j)} \) (e.g. response correctness, elapsed time, timeliness, ...) at \( j \)-th step. Then the study session dropout prediction is to estimate the probability

\[ P[y_{DP}^{(j)} = 1 | I^{(1)}, I^{(2)}, \ldots, I^{(j-1)}, e^{(j)}] \]

that the session dropout occurs after solving \( j \)-th question. Note that a sequence can contain multiple sessions. As in [21], we define one-hour inactivity as a session dropout, so that the dropout label at \( j \)-th step is given by

\[ y_{DP}^{(j)} = \begin{cases} 1 & \text{if } \left( t^{(j+1)} - t^{(j)} \right) \geq 1 \text{ hour} \\ 0 & \text{otherwise} \end{cases} \]

where \( t^{(j)} \) is the start time at \( j \)-th step, i.e. the time that user start to solve the question, and \( t^{(j+1)} \) is the lag time for the \( j \)-th interaction.

3.2 Input Representation

The representation of each interaction \( I^{(j)} = (e^{(j)}, f^{(j)}) \) is formulated similarly to the settings in [21]. Here are some minor differences of feature settings between our model and the original DAS model in [21]:

1. Instead of start time, we use the lag time feature. It is more directly related to the dropout and leads to the substantial gain in the model’s performance. Since the distribution of a lag time is long-tailed, we use the logarithm of the lag time instead of the lag time itself. (See Figure 2 for the distribution of the lag time). It is used as a decoder’s input, not for an encoder.

2. We use continuous embedding for elapsed time, instead of discrete embedding. More precisely, we first clip the actual elapsed time with maximum 300 seconds, then normalize it by dividing it with 300. After that, we get a latent embedding vector for the elapsed time \( e_t \) by \( v = v(e_t) = e_t \cdot w_{et} \), where \( w_{et} \) is a single trainable vector which has same dimension as the model.

3.3 Model

In this section, we describe our methodology to jointly perform training in dropout prediction and knowledge tracing. We use the shared model \( f \) to generate the shared feature representations for both dropout prediction and knowledge tracing. An arbitrary model \( f \) takes the sequences of question embeddings \( e = [e^{(1)}, \ldots, e^{(J)}] \) and response embeddings \( I = [I^{(1)}, \ldots, I^{(J-1)}] \) to produce the shared feature representation for dropout prediction and knowledge tracing. Then, the feature representation is fed into the final separate prediction layers to output predicted dropout probabilities and response correctness:

\[
\hat{y}_{DP} = \sigma(W_{DP}(f(e, l)) + b_{DP})
\]

\[
\hat{y}_{KT} = \sigma(W_{KT}(f(e, l)) + b_{KT})
\]
The major difference between our method and the previous dropout prediction models is that we are jointly training the model to predict both student dropout and response correctness, by using different prediction layer for each task at the end of the shared model. Using separate prediction layers, we produce both prediction layer for each task at the end of the shared model. Using and both student dropout response correctness, by using different

The major difference between our method and the previous dropout prediction models is that we are jointly training the model to predict both student dropout and response correctness, by using different prediction layer for each task at the end of the shared model. Using separate prediction layers, we produce both \( \hat{y}_{DP} \) and \( \hat{y}_{KT} \), which are predicted probabilities for study session dropout (\( \hat{y}_{DP} \)) and response correctness (\( \hat{y}_{KT} \)) for each time step. Training scheme of our approach is described in Figure 1. The major baseline that we use for our methodology is DAS [21], which is a Transformer-based model to predict study session dropout. The details of the architecture of DAS is described in Appendix A. We also do experiments with RNN-based model architectures - including LSTM and GRU [6, 17] - which are provided as baselines in [21] for comparison. For RNN-based models, we use encoder-only structure instead of encoder-decoder structure.

3.4 Training objectives

Typically, Binary Cross-Entropy (BCE) loss is used in 2-class classification tasks, which include the cases of dropout prediction and knowledge tracing. We use the BCE function to compute \( \mathcal{L}_{DP} \) and \( \mathcal{L}_{KT} \), which are the losses for dropout prediction and knowledge tracing. We train the model with the loss

\[
\mathcal{L} = \mathcal{L}_{DP} + \lambda_{KT} \mathcal{L}_{KT}
\]

where \( \lambda_{KT} \) is a balancing hyper-parameter. Our experiments are performed with \( \lambda_{KT} = 0.5 \).

4. EXPERIMENTS

4.1 Experiment setup

We use the EdNet-KT1 dataset [8], the largest publicly available student interaction dataset collected by Santa\textsuperscript{*}, which is a mobile application for preparing Test of English for International Communication (TOEIC) exam. The proportion of the logs where session dropout occurred was 4.06\% with the definition of dropout as one-hour lag time. The distribution of dropout labels w.r.t. the change of lag time in defining the dropout is described in Figure 2. The number of data points exponentially decays as their lag time increases.

For RNN-based model architectures, we use the embedding and model dimension size of 256 and feedforward layer dimension size of 1024 with 2 number of layers. For DAS, we use the embedding and model dimension size of 512 and feedforward layer dimension size of 2048 with 4 number of layers. While training, we set the model’s input sequence size as 100, and all the models are trained with Adam optimizer with Noam scheduling where the warmup step is 40000. We set the initial learning rate and the model’s dropout rate as 0.001 and 0.1 respectively.

We evaluate our models with two metrics: Area Under Receiver Operator Curve (AUROC) and Area Under Precision Recall Curve (AUPRC). AUROC is the most widely used metric in the litera-

Table 1: Test AUROCs and AUPRCs of DAS and RNN-based dropout prediction models. Further steps \( N \) of each task and its positive label proportions of the dataset are indicated in the top row (\( N = 1 \) corresponds to the original session dropout prediction task). Best result for each model is indicated in bold.

<table>
<thead>
<tr>
<th>model</th>
<th>( N = 1 ) (Positive label 4.06%)</th>
<th>( N = 5 ) (Positive label 18.34%)</th>
<th>( N = 10 ) (Positive label 32.52%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUROC</td>
<td>AUPRC</td>
<td>AUROC</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.8704</td>
<td>0.8717</td>
<td>0.3208</td>
</tr>
<tr>
<td>GRU</td>
<td>0.8652</td>
<td>0.8670</td>
<td>0.3083</td>
</tr>
<tr>
<td>DAS</td>
<td>0.8807</td>
<td>0.8836</td>
<td>0.3469</td>
</tr>
</tbody>
</table>

Table 2: Test AUROCs and AUPRCs of the DAS model with various masking rates on both labels (first 4 rows) and only positive dropout labels (last 4 rows). The first two columns indicate the rate of random masking and the proportion of labels in the training data for each mask rate. Best result for each masking rate indicated in bold.

<table>
<thead>
<tr>
<th>mask rate</th>
<th>Positive Label Proportion</th>
<th>AUROC</th>
<th>AUPRC</th>
<th>AUROC</th>
<th>AUPRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>50%</td>
<td>0.38%</td>
<td>0.6782</td>
<td>0.7304</td>
<td>0.8418</td>
<td>0.8833</td>
</tr>
<tr>
<td>90%</td>
<td>0.38%</td>
<td>0.7752</td>
<td>0.8740</td>
<td>0.8264</td>
<td>0.8833</td>
</tr>
<tr>
<td>95%</td>
<td>0.38%</td>
<td>0.7264</td>
<td>0.7598</td>
<td>0.8740</td>
<td>0.8833</td>
</tr>
<tr>
<td>99%</td>
<td>0.38%</td>
<td>0.6826</td>
<td>0.6837</td>
<td>0.6837</td>
<td>0.6837</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>mask rate</th>
<th>Positive Label Proportion</th>
<th>AUROC</th>
<th>AUPRC</th>
<th>AUROC</th>
<th>AUPRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>50%</td>
<td>0.96%</td>
<td>0.6418</td>
<td>0.8833</td>
<td>0.2735</td>
<td>0.3520</td>
</tr>
<tr>
<td>90%</td>
<td>0.38%</td>
<td>0.7677</td>
<td>0.8204</td>
<td>0.1504</td>
<td>0.2093</td>
</tr>
<tr>
<td>95%</td>
<td>0.19%</td>
<td>0.7175</td>
<td>0.7980</td>
<td>0.1163</td>
<td>0.1726</td>
</tr>
<tr>
<td>99%</td>
<td>0.04%</td>
<td>0.6782</td>
<td>0.7304</td>
<td>0.0923</td>
<td>0.1095</td>
</tr>
</tbody>
</table>

*https://aitutorsanta.com/
We also evaluate our method in different proportions ranging in \{50\%, 90\%, 95\%, 99\%\}. The results in Table 2 shows that multi-task training indeed shows higher performance when dropout prediction labels are scarce. Since at least some amount of labels are needed for the models to converge, the result with 99\% mask rate fails to show meaningful results.

### 4.3.2 Imbalanced Dataset

As we mentioned before, study session dropout prediction usually suffers from the imbalanced dataset. In our case, the rate of the positive label is only 0.406\% of the total data. We conjecture that our multi-task training approach is also helpful when the label of the dataset is extremely imbalanced. To show this, while training, we randomly masked out certain proportion of positive dropout labels during training, and evaluated the model on the same validation and test set as before. Note that this is different from 4.3.1 since 4.3.1 performs random masking on both positive and negative dropout prediction labels. The proportion of random masking also ranges in \{50\%, 90\%, 95\%, 99\%\}. The results are given in the Table 2. Results show that multi-task training outperforms vanilla model more heavily on imbalanced datasets.

### 4.3.3 Definition on Dropout

Although we define one-hour (3600s) inactive lag time as a session dropout, other definitions of a dropout may be utilized to better analyze student’s learning activities. Thus, we see how the effect of multi-task training varies with the change in the definition of a session dropout. Figure 2 shows the distribution of the number of dropout labels w.r.t. the inactivity duration (lag time). We compare the results with various lag time standards of a session dropout in \{600s, 1800s, 3600s, 5400s, 7200s\}. The results are given in Table 3. Results show that multi-task training tends to perform better in tasks with higher inactivity duration standards of a session dropout. This is because the tasks with higher lag time standards have more imbalanced datasets. Since imbalanced datasets tend to have lower AUPRC, tasks with higher lag time standards have lower AUPRCs.

## 5. CONCLUSIONS

In this paper, we proposed a multi-task training approach with knowledge tracing to boost the performance of study session dropout prediction. We hypothesized that the commonality between the dropout prediction and knowledge tracing tasks would be beneficial to predict dropouts. We empirically validated with Transformer-based and RNN-based models that multi-task training enhances the dropout prediction performance especially in further N-step dropout prediction, which is a more practical task in real service. Moreover, we performed extensive ablation studies to demonstrate that multi-task training shows even better performance on more difficult experimental settings. We remain the multi-task training with other tasks in the field of Artificial Intelligence in Education (AIEd) as the future work.
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A. ARCHITECTURE OF DAS

In this section, we review the overall architecture of Deep Attentive Study Session Prediction (DAS) [21], which we use for the baseline of our model. DAS is a transformer-based model that consists of an encoder and a decoder. Encoder includes \( N \) encoder blocks where each block has a multi-head self-attention layer and a fully connected feed-forward layer. After each layer, residual connection and layer normalization are applied. Decoder also includes \( N \) decoder blocks with each block including a multi-head self-attention layer, a multi-head encoder-decoder attention layer, and a fully connected feed-forward layer. The encoder-decoder attention layer takes the output of the encoder as keys and values, and output of self-attention layer as queries to perform the attention mechanism. Each layer in the decoder block is also followed by residual connection and layer normalization. The encoder takes the sequence of question embeddings \( e = [e^{(1)}, \ldots, e^{(j)}] \) and produces the outputs \( h = [h^{(1)}, \ldots, h^{(j)}] \) that are fed into the decoder’s encoder-decoder attention layers. The decoder takes the sequence of response embeddings \( l = [s, l^{(1)}, \ldots, l^{(j-1)}] \) and encoder’s outputs \( h \), producing the hidden vectors which are fed through the final linear layer to output the predicted dropout probabilities \( \hat{y}_{DP} = [\hat{y}_{DP}^{(1)}, \ldots, \hat{y}_{DP}^{(j)}] \). Note that \( s \) is the starting token for the first position of the sequence. The overall process of DAS can be described as:

\[
\begin{align*}
    e & = \text{Encoder}(e) \\
    \hat{y}_{DP} & = \sigma(W_{DP}\text{Decoder}(s, l, h) + b_{DP})
\end{align*}
\]

where \( s \) is the start token embedding. The overall architecture of DAS is described in Figure 3.

We will now describe the components of each block in encoder and decoder. Each block mainly consists of a multi-head attention layer and a fully connected feed-forward layer. Multi-head attention net-