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ABSTRACT
Careless responding and keeping students motivated for different tests have been common problems in many areas, especially in education. This study’s objective was to demonstrate a novel approach to detect careless responding using person-fit indices developed within the field of psychometrics combined with a random forest. The data used was obtained from various tests in the Math Nation virtual learning platform. The result of person-fit indices as previously used measures of careless responding as well as the result of a random forest classifier to capture careless responding were compared by Receiver Operating Characteristic (ROC) analysis and the area under the curve (AUC). The result showed that random forest combined with person-fit indices outperformed person-fit indices directly in detecting careless responding. Some important applications of this method for applied researchers are discussed in the conclusion section.
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1. INTRODUCTION
Paulhus (1991) defined response bias as “a systematic tendency to respond to a range of questionnaire items on some basis other than the specific item content.” Response biases are particularly important as they become a threat to the validity of conclusions and lead to measurement error (e.g., Meade & Craig, 2012). Three forms of biases frequently addressed in psychological and educational studies are acquiescence, careless responding, and social desirability bias (e.g., Cheung & Rensvold, 2000; Leite & Nazari, 2020; Wise, 2015). In formative assessments administered within virtual learning environments (VLE; Weller, 2007), it is hard to keep students motivated across different tests. Lack of motivation to complete formative assessments may result in careless responding, which in turn may produce biased estimates of student ability. This study focuses on careless responding, which occurs when students do not put much effort and thought into answering an assessment item (Voss & Vangsnss, 2020). Wise and Kong (2005) have shown that careless responding can be associated with disengagement in an assessment. Other common names frequently used for this type of responding are non-effortful responding, inattentive responding, rapid guessing behavior, and examinee motivation (e.g., Rios & Soland, 2020; van Barneveld, 2007; Wise & DeMars, 2010; Wise, 2015; Wise and Kong, 2005). Throughout this paper, we use the “careless responding” label.

Researchers have proposed several different methods to identify careless responding. Attention check items including directed response items (e.g., “Please answer ‘disagree’ when responding to this item”), bogus items (e.g., “I do not understand a word of English,” Meade & Craig, 2012), maximum string index, even-odd consistency, and Mahalanobis distance have been utilized to capture carelessness (e.g., Voss & Vangssnss, 2020; Niessen et al. 2016). Self-report surveys have also been administered after the main test (e.g., Voss & Vangssnss, 2020; Niessen et al. 2016; Wise, 2015), and response time effort and different types of time thresholds (Wise, 2017; Wise, 2015; Rios & Soland, 2020) are computed. Other researchers (e.g., Niessen et al., 2016; Patton et al., 2019) have used person-fit indices such as the number of Guttman errors and the standardized loglikelihood to detect careless responding. Since there is a wide range of available person-fit indices in the literature and each index captures misfitting persons from a different perspective, we opted for investigating person-fit indices.

Several nonparametric and parametric person-fit statistics (see Table 1) detect response biases that can be employed to detect carelessness (e.g., Karabatsos, 2003). Most of these indices were developed to detect dichotomous items, and some of them have been extended to test polytomous items. Under the item response theory (IRT) framework, parametric person-fit indices assess the model fit at the individual level to examine the meaningfulness of obtained test scores (Embretson & Reise, 2013). In a way, the consistency of individuals’ item response vectors is examined based on an IRT model by these indices (Embretson & Reise, 2013), which is the main concern when attempting to flag particular individual responses that may have been careless.

Although previous research on using person-fit indices to detect careless responding has provided promising results (Karabatsos, 2003), the current study attempted to improve the performance of person-fit indices by using multiple indices simultaneously. This is similar to considering multiple predictors in the model, which is possible by machine learning classifiers. Therefore, the present study sought to enhance capturing careless responding by using random forest (Breiman, 2001; Fernández-Delgado et al., 2014)). The study’s research question is: Does the use of person-fit indices as features in a random forest to detect careless responding to items in formative assessments of a VLE outperform the use of person-fit indices by themselves? This
research question was answered with an analysis of responses to multiple 10-item formative assessments within the Math Nation VLE (Lastinger Center for Learning & University of Florida, 2019).

<table>
<thead>
<tr>
<th>Person-fit index</th>
<th>Function</th>
<th>Author</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personal point-biserial correlation</td>
<td>r.gbis</td>
<td>Donlon &amp; Fischer (1968)</td>
</tr>
<tr>
<td>Caution statistic</td>
<td>C.Sato</td>
<td>Sato (1975)</td>
</tr>
<tr>
<td>Modified caution statistic</td>
<td>Cstar</td>
<td>Harnisch &amp; Linn (1981)</td>
</tr>
<tr>
<td>Number of Guttman errors</td>
<td>G</td>
<td>van der Flier, 1977</td>
</tr>
<tr>
<td>Normalized Guttman errors</td>
<td>Gnormed</td>
<td>van der Flier, 1977</td>
</tr>
<tr>
<td>Agreement statistic</td>
<td>A.KB</td>
<td>Kane &amp; Brennan (1980)</td>
</tr>
<tr>
<td>Disagreement statistic</td>
<td>D.KB</td>
<td>Kane &amp; Brennan (1980)</td>
</tr>
<tr>
<td>Dependability statistic</td>
<td>E.KB</td>
<td>Kane &amp; Brennan (1980)</td>
</tr>
<tr>
<td>U3 statistic</td>
<td>U3</td>
<td>van der Flier (1980)</td>
</tr>
<tr>
<td>Standardized normal U3</td>
<td>ZU3</td>
<td>van der Flier (1982)</td>
</tr>
<tr>
<td>Norm conformity index</td>
<td>NCI</td>
<td>Tatsuoka &amp; Tatsuoka (1982, 1983)</td>
</tr>
<tr>
<td>HT statistic</td>
<td>Ht</td>
<td>Sijtsma (1986), Sijtsma and Meijer (1992)</td>
</tr>
<tr>
<td>Standardized normal loglikelihood</td>
<td>Iz</td>
<td>Drasgow et al. (1985)</td>
</tr>
<tr>
<td>Corrected Iz</td>
<td>Izstar</td>
<td>Snijders (2001)</td>
</tr>
</tbody>
</table>

### 1.1 Theoretical Framework

A comparison of 36 person-fit indices was performed by Karabatsos (2003) to examine the strength of fit indices to detect five types of aberrant responding (cheating, careless responding, lucky guessing, creative responding, and random responding). Results showed that HT (Sijtsma, 1986) and then U3 (Van Der Flier, 1982) person-fit indices produced the highest area under the curve (AUC) to detect all types of aberrant responding, and other indices such as Guttman errors (Meijer, 1994) and Iz (Drasgow, Levine, & Williams, 1985) indicated acceptable AUC. Additionally, in a simulation study, Artner (2016) investigated five well-known indices to detect guessing, cheating, careless behavior, distorting, and fatigue in responses and found that HT, Cstar, and U3 performed better than OUTFIT and INFIT. Recently, another comparative study (Beck, Albano & Smith, 2018) measured response time and mentioned person-fit statistics to detect inattentive responding. Again, HT was found to have the highest AUC. However, a major limitation of using person-fit indices for detecting careless responding to formative assessment items is that they only classify the entire response vector for a quiz as careless or not. However, it may be that only part of the responses to an assessment was careless, such as the last few items due to respondent fatigue. To overcome this limitation, we propose the random forest approach that utilizes person-fit indices as predictors of careless responding.

Over the last decade, as educational datasets have become larger, alongside substantial increases in computation speed, researchers have shown interest in using more complex machine learning classifiers. The random forest was first introduced by Breiman (2001) to overcome the problems of boosting (i.e., fitting trees to bootstrap-resampled data, e.g., Shapire et al., 1998) and bagging (i.e., bootstrap aggregating: fitting trees to reweighted data; Breiman, 1996) by adding another layer of randomness to bagging. The advantage of the random forest is that it chooses the best predictor among a subset of randomly selected predictors for splitting a node, while in a standard tree, the best predictor is chosen among all variables (Liaw & Wiener, 2002). By using this strategy, the random forest is robust against overfitting, and it outperforms other classifiers, such as discriminant analysis, support vector machines, and neural networks in some situations (Breiman, 2001).

One major advantage of combining the random forest with person-fit indices to detect careless responding is that classification of responses as careless or not can be done at the item response level rather than the person-level. Therefore, for the vector of responses a student provides for a formative assessment, only some responses may be classified as careless. In other words, carelessness can be viewed less as a static person feature on a test and more as a feature of the interaction between a particular person and a particular assessment item. Another advantage of the proposed method is that it can simultaneously use multiple person-fit indices, allowing optimal use of each index’s unique sensitivity to careless responding.

### 2. METHODS

#### 2.1 Participants

The sample for this study consisted of item responses from 14474 students obtained from the Algebra 1 section of Math Nation during the time that face-to-face instruction in schools in the state of Florida was canceled due to the threat of COVID-19 infection and replaced by online instruction. More specifically, the period that responses were collected was from March 18 to May 31, 2020. Math Nation focuses on preparing students for taking the high-stakes Algebra 1 End-of-Course exam required for high school graduation, usually administered in May by the Florida Department of Education. Because of COVID-19, the Algebra 1 End-of-Course exam was canceled, removing an important motivator for students to use Math Nation. However, Math Nation usage spiked during this period because teachers could use it as a resource to teach algebra while students were attending classes virtually. Therefore, this sample is well-suited for studying careless responding because students were making heavy use of a VLE and its assessment features, and yet they did not have the pressure of practicing for the high-stakes achievement test at the end of the school year, and they were engaging in schooling from home, which may expose them to many distractions.

#### 2.2 Measures

There are a total of 10 sections in Math Nation, which corresponds to major concepts in Algebra, such as linear functions and quadratic functions. Each section has between 6 and 12 formative assessments with 3 items and one formative assessment with 10 items randomly drawn uniquely for each student from an item pool. The students can take these assessments as many times as they like. This study’s data included responses to 40 items of the item pool of the 10-item formative assessment of “Section 9: One-Variable Statistics” of Math Nation. We chose this section because it had the highest number of responses to items during the time period of interest. We chose to focus on the 10-item assessment rather than the 3-item ones because teachers frequently ask students to complete the 10-item assessment before moving forward to the next section of Math Nation. Once completed, students have the option to review their answers and watch solution videos for each item.
2.3 Analysis
In the current study, we compared the effectiveness of 14 nonparametric and parametric person-fit statistics (see Table 1) as well as the performance of the random forest classifier to capture carelessly answered responses. These person-fit indices are available in the PerFit (Tendeiro, Meijer, & Niessen, 2016) package of R statistical software (R Core Team, 2018). To obtain nonparametric person-fit indices, no IRT model is required. However, for the parametric Iz and Izstar, the item parameters (i.e., difficulty and discrimination) for a 2PL IRT model were obtained from Xue et al. (2020) and used to estimate the student ability parameters. The 2-PL model formula is

\[ P(Y_{is} = 1|\theta_i) = \frac{\exp^{1.7\text{a}_i(\theta_i-\text{b}_i)}}{1 + \exp^{1.7\text{a}_i(\theta_i-\text{b}_i)}}, \]

where \( P \) indicates probability, \( \theta \) is a latent trait of ability, the subscript \( i \) indicates an item, \( Y \) is an item response, \( b \) is item difficulty, \( a \) is item discrimination, the subscript \( s \) indicates a student, and 1.7 is a scaling constant. This formula gives us the probability of correct response (\( Y=1 \)) for item \( i \) and person \( s \) conditional on the individual’s ability.

All 14 person-fit indices were computed using the PerFit (Tendeiro, Meijer, & Niessen, 2016) package for all selected individuals in the sample and the result of the person-fit indices (person-fit scores) was saved to be used as part of the predictors for the random forest. Additional predictors were item difficulty and discrimination estimated parameters, the number of items answered by each student, ranging from 10 to 40 items, and the number of correct items answered (from zero to 10). Within “Section 9: One-Variable Statistics”, students could respond to all available 40 items by taking section tests multiple times. Only the responses for students who answered at least 10 items were retained for the analysis. The total number of answered items out of 40 were available in the dataset and used as a predictor of carelessness in the random forest.

Random forest was implemented with the randomForest (Liaw & Wiener, 2002) package in R. To identify carelessness in responses for the model training, the time taken by each student to answer each item was recorded, and by comparing the graph of the frequency of correct responses versus incorrect responses across time for each item, empirical cutoffs were determined. In most cases, the point in time where the frequency of incorrect responses was decreasing, and the frequency of correct responses started to increase, was chosen as a cutoff for carelessness. For example, for item two, a cutoff of eight seconds was determined (see blue dashed line in Figure 1). Therefore, student responses to item two that were recorded in less than eight seconds were coded as careless.

To evaluate predictions by person-fit indices and random forest, we obtained the Receiver Operating Characteristic (ROC) curve. The ROC curve compares sensitivity against the specificity of a predictor for dichotomous data (Hanley, & McNeil, 1982). Sensitivity is the ability to identify true careless responding (true positive rate), and specificity is correctly identifying those items not careless (true negative rate). Usually, on ROC curves, “1-specificity” is demonstrated, which identifies the Type I Error rate (false positive rate; Hanley, & McNeil, 1982). The AUC of a ROC curve ranges from 0.5 to 1 from the identification line (i.e., the diagonal on the ROC) and represents the accuracy of the predictor or the feature, and different values of it can be interpreted to show the strength of a test. Generally, AUC that is 0.90-1 indicates an outstanding test, 0.80-0.90 is considered excellent, 0.70-0.80 is an acceptable one, and the AUC of about 0.5 suggests no discrimination (Hosmer, Lemeshow, & Sturdivant, 2013).

Creating ROC plots for person-fit indices requires the “true” careless responses (see above for flagging careless responses with time cutoffs) to compare them with estimated careless/non-careless responses by person-fit indices and calculate AUC. For person-fit indices, we defined a person as careless if he/she has responded to at least one item out of 10 carelessly based on the specified cutoffs. Regarding random forest ROC, true labels for carelessness were calculated per item response, and each student received 10 true labels of careless/non-careless for 10 answered items.

3. PRELIMINARY RESULT
Person-fit indices have been used as a measure to detect careless responding in previous studies (e.g., Niessen et al., 2016; Patton et al., 2019). In this study, all 14 available person-fit indices in the PerFit package were calculated for all students in the data, and the result are shown in Table 2. Most of these person-fit indices indicated a very poor AUC around 50%, which suggests no discrimination between careless/non-careless students. Therefore, only indices with the three best AUC were retained for later comparisons: 1) Guttmann errors with 54.7%, 2) agreement statistic with 69.1%, and 3) dependability statistic with 63.5%. It is noteworthy that even the best performing index of agreement statistic with 69.1% AUC is not discriminating enough to be considered as an acceptable classifier of careless/non-careless students based on Hosmer, Lemeshow, and Sturdivant (2013) proposed cutoff of 70% AUC.
### Table 2: AUC of 14 person-fit indices

<table>
<thead>
<tr>
<th>Person-fit index</th>
<th>PerFit function</th>
<th>AUC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonparametric</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal point-biserial correlation</td>
<td>r pbis</td>
<td>50.2</td>
</tr>
<tr>
<td>Caution statistic</td>
<td>C Sato</td>
<td>50.3</td>
</tr>
<tr>
<td>Modified caution statistic</td>
<td>C star</td>
<td>52.4</td>
</tr>
<tr>
<td>Number of Guttman errors</td>
<td>G</td>
<td>54.7</td>
</tr>
<tr>
<td>Normalized Guttman errors</td>
<td>G normed</td>
<td>49.9</td>
</tr>
<tr>
<td>Agreement statistic</td>
<td>A KB</td>
<td>69.1</td>
</tr>
<tr>
<td>Disagreement statistic</td>
<td>D KB</td>
<td>51.6</td>
</tr>
<tr>
<td>Dependability statistic</td>
<td>E KB</td>
<td>63.5</td>
</tr>
<tr>
<td>U3 statistic</td>
<td>U3</td>
<td>52.4</td>
</tr>
<tr>
<td>Standardized normal U3</td>
<td>ZU3</td>
<td>50.1</td>
</tr>
<tr>
<td>Norm conformity index</td>
<td>NCI</td>
<td>50.1</td>
</tr>
<tr>
<td>HT statistic</td>
<td>HT</td>
<td>50.4</td>
</tr>
<tr>
<td>Parametric</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standardized normal loglikelihood</td>
<td>l z</td>
<td>50.1</td>
</tr>
<tr>
<td>Corrected l z</td>
<td>l z star</td>
<td>50.1</td>
</tr>
</tbody>
</table>

The random forest has the advantage over person-fit indices in that it can use multiple person-fit indices as predictors but also include other predictors. The random forest included the three person-fit indices with the highest AUC and four additional predictors: estimated item difficulty and item discrimination parameters, number of correct responses, and number of items taken within the section. AUC of ROC illustrated that random forest with the set of specified predictors improved the classification and achieved the AUC of 77.2%, which is an acceptable test to distinguish between careless/non-careless responses (see Figure 2). The random forest also outperformed the best person-fit agreement statistic by about 8%.
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**Figure 2: AUC of ROC plot for random forest classifier**

### 4. DISCUSSION AND CONCLUSION

The study objective was to compare the detection of careless responses between person-fit indices by themselves and random forest, including fit indices and other predictors. From the obtained results, we can conclude that random forest more accurately predicts careless responding, and this research took a methodological step forward in automatic identification of careless responding. By introducing different predictors, multiple dimensions are available, and a random forest can be used to investigate different parts of the data. In addition, careless responding can be conceptualized and examined as an item-person interaction rather than a static person feature. If desired, the random forest results can be aggregated to the person level (e.g., the proportion of responses from each person that were flagged as careless), allowing additional information at the person level. At this level, students may be labeled as careless responders or non-careless responders.

Person-fit indices as independent measures of carelessness may face some problems regarding ROC analysis. Sometimes, the true positive rates against false positive rates swing, cancel out, and end up in a very low AUC around 50% that is no discrimination. However, this issue does not occur in the random forest because of the way trees are constructed. Person-fit indices (and other predictors) can be removed from the random forest when they do not help improve classification accuracy.

One limitation of this study is that we relied on time cutoffs of each item response to create the criterion for careless responding. Like all options for “true” carelessness in responses, one could argue that our time-based flags of “true” careless responses are fallible in their own ways. However, empirical thresholds or time cutoffs have been used many times in previous research to detect careless responding (e.g., Wise & Kong, 2005; Wise & DeMars, 2010; Wise, 2015; Wise, 2017; Rios & Soland, 2020). Alternative criteria could come from surveys of students after they complete each formative assessment.

The result of this research will eventually be available as a trained random forest model to be used for applied researchers to detect careless responding in their data. They could enter the raw data to an R package to be developed in the future, and for the number of items in their test, they obtain a prediction of whether each answer is careless or non-careless. Then, within the context of their research, they can decide how they would like to aggregate and interpret carelessness (i.e., at the person level or at the item level) and make decisions according to the available results.

### 5. ACKNOWLEDGMENTS

The research reported here was supported by the Institute of Education Sciences, U.S. Department of Education, through Grant R305C160004 to the University of Florida. The opinions expressed are those of the authors and do not represent views of the Institute or the U.S. Department of Education.

### 6. REFERENCES


chapters. Statistical theories of mental test scores, Chapters-17.


