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ABSTRACT 

The present study aimed at proposing a Chinese automated essay 

scoring model to assess college students writing quality. Thirty-

one related Chinese linguistic indicators were developed based on 
Coh-Metrix indices and characteristics of Chinese texts. Essay 

collected from 277 college students were analyzed using 

automated Chinese text analyze tool. A stepwise regression was 

used to explain the variance in human scores. The number of 

words, number of low strokes, content words frequency, minimal 

edit distance (all words) and minimum frequency for content 

words predicted 55.8% variance in human scores. On the other 

hand, seven indicators: number of words, content words 

frequency, concreteness, Measure of Textual Lexical Diversity, 

minimal edit distance (part of speech), minimal edit distance (all 

words) and words per sentence were predictive of human essay 

ratings by using discriminant analysis. The present study further 

explored the effectiveness of the Chinese automated essay scoring 

model by using three different methods: stepwise linear regression, 

discriminant analysis, and Nonparametric Weighted Feature 

Extraction classification (NWFE). The preliminary results showed 

that NWFE classification method produced higher exact matches 

(51.3%) between the predicted essay scores and the human scores 

than stepwise regression (47.3%) and discriminant analysis 

(47.3%). 
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1. INTRODUCTION 
Essay scoring has traditionally relied on expert raters. These 

scoring methods need to spend more time and a large amount of 

human scoring. Based on these limitations, automated essay 

scoring becomes the important research for essay assessment. 

According to the results of past studies, automated essay scoring 

reported perfect agreement (i.e., the exact match of human and 

computer scores) from 30-60% and adjacent agreement (i.e., 

within 1 point of the human score) from 85-99% [1]. Moreover, 

recently the study of analyzing the scored essays using Coh-

Metrix has increased noticeably [2, 4, 5, 6, 7, 8, 13, 14, 15]. Coh-

Metrix is an automated text analysis tool that provides lots of 

different linguistic indices [10]. The tool can provide these 

indices by combining lexicons, a syntactic parser, and several 

other components that are widely used in computational 

linguistics.  

Chinese language features in the characteristics of different from 

the English, cannot be directly applied to the Chinese essay 

writing. Most of the experts will consider the following sections: 

Number of words, structure organization, vocabulary 

diversification, typos, and punctuation. Based on the 

development of Coh-Metrix, automated text analyze tool were 

developed in Chinese. Totally 66 Chinese related linguistic 

indicators were used to analyze the characteristics of Chinese 

texts [12].   

Writing the literacy assessment is an important standardized 

testing to assess college students’ writing skill in Taiwan. The 

assessment is to detect whether students can express personal 

comments on specific issues. Students need to read an article, 

respectively, and express personal comments by writing the essay 

in two hundred words. These essays were scored by two experts 

and score from 0-5. However, we need to a lot of experts and 

spend more time to score. To propose a suitable automated 

scoring model is important and needed. 

2. PROPOSED CONTRIBUTIONS 
The purpose of the study is to explore the characteristics of 

Chinese writing and propose a suitable Chinese automated essay 

scoring model to assess college students writing quality. Past 

studies explored the variety of human scoring were predicted by 

different text features using regression analysis. Moreover, they 

proposed automated essay scoring model and examined the essay 

matches by linear regression and discriminant analysis. A 

Nonparametric Weighted Feature Extraction (NWFE) 

classification method was also used to examine the essay matches 

in the present study.   

Nonparametric Weighted Feature Extraction (NWFE) is based on 

a nonparametric extension of scattering matrices. It could reduce 

parametric dimensional and increase classification accuracy [11]. 

The present study used linear regression analysis and discriminant 

analysis of the gradual selection of variables for the NWFE 

classification method and examine the accuracy of essay matches.  

3. Method 

3.1 Text Indices Selection Procedure 
The present study collected Chinese essay from college students 

in Taiwan. All essay was analyzed by Chinese automated text 
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analyze tool. The tool provides 62 Chinese linguistic indices, 

includes basic text measures (e.g., text, sentence length), words 

information (e.g., word frequency, concreteness), cohesion 

(semantic and lexical overlap, lexical diversity, along with the 

incidence of connectives), part of speech and phrase tags (e.g., 

nouns, verbs, adjectives), and syntactic complexity (e.g., 

Sentence syntax similarity, Minimal Edit Distance).   

The first step, correlation analyses was conducted to examine the 

strength of relations between the selected indices and the human 

scores of essay quality. Text indices retained based on a 

significant correlation with human scores. Multicollinearity was 

then assessed between the indices (r >.900). The index retained 

based the strongly with human scores when two or more indices 

demonstrated multicollinearity. Finally, totally thirty-one indices 

were used in the study. 

3.2 Essay Scoring 
277 essays were collected from college students in Taiwan. Each 

essay in the study was scored independently by two expert raters 

using a 5-point rating. The rating scale was used to assess the 

quality of the essays and had a minimum score of 0 and a 

maximum score of 5. The experts evaluated the essays based on a 

standardized rubric used in the Chinese writing literacy 

assessment in Taiwan. The results of correlation between two 

experts are 0.788. It indicated that consistency of expert scoring. 

3.3 Essay Evaluation 
Three different methods were used to examine the accuracy of 

automated essay scoring: linear regression analysis, discriminant 

analysis, and NWFE classification. Text features were selected by 

linear regression and discriminant analysis. The leave-one-out 

method was used to experiment with training essay set and testing 

the essay set. The present compared the exact matches of the essay 

by using the three methods. 

4. Preliminary Results 

4.1 Linear Regression Analysis: Text Features 
A stepwise regression analysis was conducted to examine which 

text indicators were predictive of human essay ratings. 40 Chinese 

text features were used in the study. The results presented in Table 

1. Five indicators were a significant predictor in the regression 

model: Number of words, the number of low strokes, content 

word's frequency, minimal edit distance (all words) and the 

minimum frequency of content words, F = 12.074, p <.001, r 

=.747, r2 =.558. The results from the linear regression 

demonstrate that the five variables account for 55.8% of the 

variance in the human scoring of writing quality. 

Table 1. Stepwise regression results for text features 

Indicators B SE B 

number of words .011 .001 .529 

number of low strokes .000 .000 -.131 

content words 

frequency 
.824 .402 .086 

minimal edit distance 

(all words) 
2.334 .618 .238 

minimum frequency 

for content words 
-.148 .042 -.154 

4.2 Discriminant Analysis: Text Features 
The purpose of the discriminant analysis was to examine whether 

features are predictive of human scoring. The results of the 

discriminant analysis showed that seven text features could 

predict human scorning, includes the number of words, content 

word frequency, concreteness, Measure of Textual Lexical 

Diversity, minimal edit distance (part of speech), minimal edit 

distance (all words) and words per sentence.   

4.3 Exact and Adjacent Matches 
Table 2 and Table 3 presented the results of exact and adjacent 

matches. The linear regression analysis (stepwise) selected 

features: The number of words, number of low strokes, content 

words frequency, minimal edit distance (all words) and minimum 

frequency for content words. The exact matches (leave-one-out) 

between the predicted essay scores (rounded to 0-5) and the 

human scores is 47.3% exact accuracy and 95.3% adjacent 

accuracy.  

The discriminant analysis (stepwise) selected features had the 

number of words, word frequency of content words, minimal edit 

distance (local), MTLD, the number of terms, concreteness, and 

minimal edit distance (part of speech). The exact matches (leave-

one-out) between the predicted essay scores and the human 

scores is 47.3% exact accuracy and 93.9% adjacent accuracy.  

The present study conducted NWFE classification method to 

examine the effectiveness of automated essay scoring. The results 

showed that 48.7% exact matches between predicted scores and 

human scoring, which text features selected by linear regression. 

Moreover, 51.3% exact matches between predicted scores and 

human scoring, which text features selected by discriminant 

analysis. 

Table 2. Comparison of Exact 

Classification 

method 

Text features 

selected by linear 

regression 

Text features 

selected by 

Discriminant 

Linear regression 47.3% 46.6% 

Discriminant 45.5% 47.3% 

NWFE 48.7% 51.3% 

 

Table 3. Comparison of Adjacent 

Classification 

method 

Text features 

selected by linear 

regression 

Text features 

selected by 

Discriminant 

Linear regression 95.3% 93.9% 

Discriminant 94.2% 93.9% 

NWFE 89.9% 90.3% 

5. Conclusion 
Past studies have found that the number of words was an 

important indicator of human score [4, 15]. The results of the 

study also presented that the number of words has a high 

significant correlation with human scores. The number of words, 
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the minimal edit distance (local), and the number of low strokes 

three indicators belong to Descriptive and Syntactic Complexity 

categories in Coh-Metrix. MTLD belongs to Lexical Diversity. 

These indicators are related the scoring guide of writing for 

college students in Taiwan.  

Comparing exact matches between linear regression analysis 

(stepwise) and discriminant analysis (stepwise). The results of 

leave-one-out of exact matches linear regression and discriminant 

analysis showed consistency. Moreover, regardless of method 

linear regression analysis (stepwise) or discriminant analysis 

(step-wise) selection indicators, the accuracy of exactly matched 

of NWFE method is higher than the other two classification 

methods. 

6. Future Works 
Past studies have investigated the potential for component scores 

that are calculated using the linguistic features by Coh-Metrix in 

assessing text readability [9, 12]. Moreover, one study has 

explored correlations between human ratings of essay quality and 

component scores based on similar natural language processing 

indices and weighted through a principal component analysis [2]. 

However, this approach has not been extended to computational 

assessments of essay quality In Chinese. The present study will 

adapt a similar approach to passing studies [9, 12]. We will 

conduct a principle component analysis (PCA) or factor analysis 

to reduce the number of indices selected from Chinese automated 

text analyze tool into a smaller number of components comprised 

of related features. The present study will further explore the 

correlation between component scores and human scoring. A 

Chinese automated essay scoring model based on text component 

scores will be developed and explored.  
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