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ABSTRACT

In times of increasing numbers of students and high usage
of e-learning systems, student models are a good way to
get an overview of what is currently occurring in the class-
room, analyze students’ behavior and estimate their learn-
ing progress. In our work, we develop a framework which
estimates a student’s programming knowledge by looking
at his responses to open-ended programming assignments.
The model we construct incorporates multiple applications
of multiple skills in one exercise, multiple submissions and
varying knowledge components involved in the same exer-
cise.

1. INTRODUCTION

During the last years, the number of students has increased
rapidly. Especially in introductory courses, hundreds of stu-
dents are attending. This makes it infeasible for educators
to take care of each student individually. On the other hand,
to deal with large amounts of students, many institutes use
e-learning and e-assessment systems to support their teach-
ing. These systems allow large data collection on which data
mining and learning analytics techniques can be applied to
build student models. Student models are used to estimate
a student’s cognitive state, e.g., his/her motivation, knowl-
edge, misconceptions or learning style and preferences [4].
A student model can be used to provide students personal-
ized course material fitting to their current knowledge and
learning habits. Furthermore student models can be used to
predict student’s performance and identify students which
are at risk to intervene in a timely manner. Besides, we can
use a student model to identify problematic course contents.
This knowledge can be used as a basis for restructuring and
redesigning the course.

In our research, we want to develop a framework for the
estimation of student’s knowledge regarding programming.
Therefore, we look at students’ solutions to open-ended pro-
gramming exercises. For each exercise, it is defined which
knowledge components (KC) are required to solve the exer-
cise correctly. KCs describe the individual components of
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knowledge which are required to solve a particular task or
problem. The task in an introductory programming course
is to learn to write simple programs which meet the spec-
ifications given in text form, i.e., the exercise description.
Therefore KCs can be, e.g., the programming language’s
constructs, i.e., syntax and semantics, correct usage of a
compiler or IDE, error understanding and debugging ability,
or the translation of specifications to program code. Then,
it is checked whether the student has applied the KCs in
his/her solution correctly. From theses observations a stu-
dent model can be constructed which is able to estimate a
student’s knowledge state.

2. PROBLEM STATEMENT

Knowledge cannot be assessed directly, because there may
be several reasons why a student made a mistake. For exam-
ple, a missing break in a switch-case-block may be just due
to sloppiness, because the student does not know the break-
statement, or because the student does not understand how
the commands in a switch-case-block are executed. Be-
cause of these uncertainties often probabilistic models are
used for student modeling.

Bayesian Knowledge Tracing (BKT) [5] is one of the most
widely spread student modeling approaches. It uses Hidden
Markov Models to model students’ learning. It was at first
applied to programming exercises for LISP in the ACT Pro-
gramming Tutor. The domain knowledge was represented
by production rules of the form "to achieve goal X do Y”
where Y may be a subgoal. The knowledge of a student was
described as the probability that the student knows a rule.
Since there was a deterministic order of which rules need to
be applied to solve an exercise correctly, the student’s knowl-
edge could be estimated by looking at the student’s solutions
rules order. But in imperative or object-oriented languages
like C, C++, or Java one can only extremely rarely define a
deterministic order of statements.

Kasurinen and Nikula [7] have applied BKT on students’ re-
sults to Python exercises. As domain knowledge they have
defined guidelines for preferred solutions, e.g., each open file
should be closed. Moreover, they have checked whether the
student has used the guideline in his/her solution. However,
the set of KCs was very limited.

Berges and Hubwieser [2] as well as Yudelson et al. [10]
used the Rasch model from Item Response Theory (IRT) to
estimate student’s knowledge of object-oriented concepts in
Java instead. In IRT, the relationship between responses to
items, i.e., exercises, and a latent trait, i.e., an ability or
KC, is described as a logistic function. Different from BKT,
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it also takes the difficulty of an item into account.

BKT as well as IRT have the main drawback that they are
single skill models, i.e., for each KC a separate model is con-
structed, and it is assumed that each exercise only requires
one KC. For programming assignments, this assumption is of
course not sustainable. Performance Factor Analysis (PFA)
[8] is able to deal with multiple skills per exercise but as BKT
and IRT also does not consider dependencies between KCs.
However, in the programming domain there are dependen-
cies between KCs, e.g., one needs to know how assignments
or incrementing works when using a for-loop, or that the
knowledge of a while-loop can influence the knowledge of a
for-loop. It was also shown that integrating dependencies of
knowledge into a student model can improve the model (3,
6]. Another special property of programming assignments
is that KCs can be required multiple times in one exercise,
e.g., if multiple loops are needed to solve the exercise. We
also want to investigate the influence of substeps during the
solution process to a model’s accuracy. To the best of our
knowledge, there does not exist a modeling approach so far
which fulfills all of the requirements for programming as-
signments we have stated above.

3. RESEARCHMETHODOLOGY AND AP-
PROACH

Before we can make use of a student model in a course,
several steps have to be taken. First, we need to identify
what we expect the students to learn in our course, i.e.,
which KCs shall be acquired. In the first iteration of our
research, the KCs we want to use for our model are the con-
cepts of the programming language, e.g., if, for, variables,
arrays etc., rules for good programming practice, e.g., each
declared variable shall be used, allocated memory has to be
freed, etc., as well as the fulfillment of the specifications by
checking whether the program produces the correct output.
In a second step, we need to know which KCs are required
to solve a particular exercise as we want to build our stu-
dent model from the data we gain from their solutions to
programming assignments. For example, summing up the
numbers from 1 to 100 requires among others the knowl-
edge of loops or recursion. This example also shows us, that
it is actually not that easy to define which concrete concepts
are really mandatory to solve the exercise as we could write
a correct solution without knowing loops if we know recur-
sion and vice versa. In our work, we develop a knowledge
requirements model (KRM) which models required KCs re-
lated to language concepts for a particular exercise. The
general mapping of language constructs, e.g., elements of an
abstract syntax tree (AST), to concrete KCs has to be done
beforehand by a domain expert. The KRM for a particular
exercise is learned automatically from different correct so-
lutions to that exercise based on their ASTs and structural
analysis. We divide correct solutions into blocks and deter-
mine the set of KCs used in the block. From these sets we
construct a tree where each path describes an alternative so-
lution. By comparing a student’s solution to the KRM, one
can get the KCs which were applied correctly, incorrectly or
are missing in the student’s solution.

Despite the comparison with the KRM, we also use compiler
and static analysis tool messages to assess the incorrect ap-
plication of a KC, e.g., static analysis tools can deliver hints
on, e.g., misunderstanding of control flow. Dynamic tests
like unit tests, help us to evaluate a student’s general pro-
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Figure 1: Example structure for a part of a DBN
student model

gram writing ability, i.e. whether a student is able to write
a program which meets the specifications, i.e., does what it
is intended to do.

The third step deals with the construction of the student
model. We use Dynamic Bayesian Networks (DBN) for stu-
dent modeling as they seem most appropriate to us. A DBN
is a two-time-sliced Bayesian network where the state of a
hidden variable depends on the states of the variables it de-
pends on and the variable’s state in the previous time step.
Making observations in each time step updates the proba-
bility distribution of a hidden variable being in a particular
state.

In our case, the hidden variables are the KCs, e.g., in Fig-
ure 1 the hidden variables (blank circles) are the concepts
types, variables, and assignments. Observations in our stu-
dent model are the results from the comparison of the stu-
dent’s solution with the KRM, compiler and static analysis
tool messages as well as results from dynamic tests, e.g.,
in Figure 1 the observations (filled circles) are whether the
student has declared and initialized a variable as well as
whether an error message regarding incompatible types in
an assignment appears. These variables can have the states
true or false. With DBNs, we are able to deal with multiple
KCs per exercise, their interdependencies, the uncertainty
of which KC is affected by a certain observation and the
uncertainty of which KCs are required to solve a particular
exercise.

In our work, the structure of the DBN is defined manually
by a domain expert. Though, one could also learn dependen-
cies between KCs from data. The parameters of the DBN
are learned from data using an expectation maximization
algorithm with reasonable parameter constraints defined by
an expert, e.g., limits for guess and slip probabilities. One
problem that may occur, is that the parameter space is too
large and we get computational problems when estimating
the parameters of the model, if we use a very fine-grained
KC definition. Therefore, we need to evaluate which granu-
larity to choose to be able to estimate the parameters and
still have an accurate model. Furthermore, we have to rea-
son how to integrate multiple occurrences of the same KC
in one exercise. Possible treatments are, e.g., majority vote
or using uncertain evidences with a probability according
to the ratio of correct/incorrect applications. We also want
to analyze, whether multiple submissions, i.e., substeps pre-
ceding the final solution, improve the model.

In the second iteration of our research, we want to add fur-
ther KCs which concentrate on more cognitive skills. The
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first one is the debugging ability, which we want to assess
by comparing two subsequent submissions when the first one
indicates an error (or a failure) and check whether the prob-
lem was fixed.

As a further KC, we want to include variable roles [9]. Vari-
able roles describe patterns of variable usage. They are de-
fined by the successive values the variables obtain. An ex-
ample for a role would be the most-wanted holder which is
a variable that holds the best value encountered so far when
going through a succession of values, e.g., when searching
the smallest value in an array. The proper collocation of
variable roles is essential for solving a task or achieving a
goal in a program. Usually, students intuitively use variable
roles in their programs. The lack of knowledge of a particu-
lar role could explain why a student may have problems to
solve an exercise.

We want to evaluate our model by comparing it to common
student modeling approaches like BKT, IRT and PFA.

In a last step, we want to analyze the model constructed
from the data of our introductory C course to find out what
students which are at risk have in common, which KCs seem
most difficult to the students and how many exercises are re-
quired at least (on average, to reach a particular percentage
of students) to gain sufficient knowledge in a certain KC.

4. CURRENT STATUS & NEXT STEPS

We have implemented a framework for the collection of met-
rics regarding students’ solutions [1] which was successfully
introduced in our introductory C programming course. It is
mainly an e-assessment system where students can upload
their solution and get some basic feedback. It collects com-
piler messages, results from static analysis tools, and results
from dynamic tests to capture the correctness of the solu-
tion. In the first year, we got about 10,000 submissions of
on average 250 students. We expect similar numbers this
year.

Furthermore, we have identified the different KCs that we
have in our course by going through the course material and
previous programming errors of students. Based on that,
we defined a hierarchical structure of KCs where the sinks
are basic observations in form of rules like, e.g., the function
returns a value if the return type is not void. We have also
mapped compiler/static analysis tool messages to different
concepts and implemented an AST parser. In a next step,
we want to use the AST to filter the KCs from source code
and construct our KRM.

Next, we plan to conduct a small case study with only a few
KCs to evaluate the feasibility of our DBN student model.

S. EXPECTED CONTRIBUTIONS

In our work, we develop a framework for the estimation of
students’ knowledge regarding programming. One of our
main contributions is the definition of a student model which
has the following properties which are needed to construct
the model based on solutions to programming assignments:
multiple KCs per exercise are possible and their interde-
pendencies are considered, uncertainty of affected KCs can
be handled, individual KC requirements and usages can be
treated, multiple submissions can be integrated, and a KC
can be used multiple times in the same exercise.

Another contribution will be a KRM which is automatically
generated from model solutions for each exercise and can be
used to evaluate which KCs were applied correctly or incor-
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rectly by the student.

Furthermore, we plan to not just look at language related
KCs, but also more cognitive skills like, e.g., debugging abil-
ity. We hope that our model helps to get better insights into
the learning process of students.

From the doctoral consortium we expect to get some feed-
back on our student model, especially hints for the eval-
uation w.r.t. metrics and data sets. We are also looking
forward for further ideas for additional or alternative KCs
which we can integrate in our model.
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ABSTRACT

My research focuses on the integration of science and de-
sign through the use of interactive simulations and other
scaffolding tools. I specifically look at patterns of use in
interactive simulations. To conduct this research, I have
developed a curriculum about solar ovens used by middle
school students, during which students are guided by an
online curriculum to design, build, and test physical solar
ovens. This curriculum utilizes interactive simulations as a
tool to help students plan the design for their solar ovens. I
have evaluated scaffolding for the simulation steps, and plan
to evaluate other patterns of student use, based on action
log data.
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1. RESEARCH TOPIC

My research focuses on the integration of science and design
through the use of interactive simulations and other scaffold-
ing tools. I specifically look at patterns of use in interactive
simulations. I conduct this research in secondary schools,
and work in collaboration with teachers. Through my dis-
sertation work, I aim to answer the following questions:

e What types of use patterns in interactive simulations
are beneficial for integrating science and design learn-
ing?

e How can we use tools to support integrated under-
standing in writing activities (e.g.,automated guidance)?

My work is situated in the learning sciences, using tech-
niques from educational data mining and artificial intelli-
gence to understand how students’ activities impact their
learning and how to improve the learning experience. Re-
cently, I have used natural language processing to develop
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automated classifiers for multiple short response questions
[6]. Using these classifiers, I plan to develop automated guid-
ance for student writing during the curriculum, which will
deploy during spring 2017. I have also studied student use
of interactive simulations, using log data, feature engineer-
ing, and clustering to make sense of patterns (submitted to
EDM 2017).

To conduct this research, I have developed a curriculum that
is run using an online platform and offers students the op-
portunity to use interactive simulations while they design a
physical artifact. In previous work, I have found that the
simulation is beneficial, especially when students use it dur-
ing the design phase of the curriculum [8]. My work has also
been published in a variety of other conference venues [7, 10,
11, 9].

1.1 Curriculum

My research utilizes a curriculum about solar ovens that
is run using the Web-based Inquiry Science Environment
(WISE). During this curriculum, students design, build, and
test a solar oven. They go through the design, build, test
process two times to get an idea of how engineers iterate
on their designs based on results from testing (Figure 1).
This curriculum was designed using the knowledge integra-
tion framework [5]. The knowledge integration framework
has proven useful for design of instruction featuring dynamic
visualizations [14] and engineering design [1, 12]. The frame-
work emphasizes linking of ideas by eliciting all the ideas
students think are important and engaging them in testing
and refining their ideas [5].

Students are allowed to use only a certain set of materials
(e.g., tin foil, black construction paper, plastic wrap, Plexi-
glas, tape), in addition to a cardboard box they bring from
home. Students use an interactive computer simulation to
test the different materials in their oven. This simulation
helps to elicit student ideas before they get to the building
process, consistent with the knowledge integration frame-
work. The testing portion of the project allows students to
distinguish their ideas.

Throughout the project, students respond to short response
questions about the choices they are making in their design
and how their ovens work. This curriculum is unique, since
it is guided by an online platform, but students also design,
build, and test their solar ovens in a hands on portion of the
project.
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Figure 1: Outline of the solar ovens curriculum

The curriculum takes between 10-15 class periods ( 45 min-
utes per class period). Students complete this project in
groups of 2 or 3 students. Students also complete a pretest
the day before the project begins and a posttest the day after
completing the solar ovens project. Students do the pretest
and posttest individually. The pre-/posttests measure stu-
dent understanding of science concepts and practices.

1.2 Interactive Computer Simulation

The interactive simulation (figure 2) was built using NetL-
ogo [15]. Students can manipulate the simulation in a num-
ber of ways. They can change the cover on top of the oven,
whether or not there is a reflective flap on top of the box,
the shape of the box (wide and short or skinny and tall), and
the albedo (reflectivity) of the inside of the box. Students
may also manipulate the speed at which the simulation runs.
Once a simulation runs to the end of the graph (10 simu-
lated minutes), a new row is added to the table below the
visualization with the settings and results from the trial. If
the students do not allow the simulation to run until the
simulated 10 minutes finish, nothing is added to the table.

The scaffolds we developed for the interactive simulation are
twofold; short response questions direct students to investi-
gate capabilities and limitations of the simulation and an
automatically generated table helps students to keep track
of trials they have run. The table includes information about
all of the settings used in that trial, as well as the results of
the trial at certain time points (e.g. 5 minutes, 10 minutes).

2. PROPOSED CONTRIBUTIONS

Making sure students use interactive simulations to aid in
learning is a difficult task. To try to encourage students to
take advantage of these simulations during learning, various
scaffolding methods have been used. Often, these scaffolds
are implicit, or built into the system with the simulation
[13]. For example, guiding questions are used with inquiry
simulations to direct students’ attention toward certain fea-
tures of simulations [4]. Students are also often encouraged
in science classes to run multiple trials and control variables
between trials (only change one variable between trials). A
control of variables strategy can help students to determine
the effect of a single variable on a more complex system,
although in some cases students may benefit from more ex-
ploratory strategies [12].

Experimental Cover-Type
Choices: Paxgass

. Box Shape Cover Type Flap? Int Albedo Temp at Om Temp at 1m Temp at 5m Temp at 10m
1 Wide and € None No 50 20 24 30.2 315
2 Skinny and None No 50 20 26.2 29.7 311
3 Wide and € Plexiglass No 50 20 256 55.4 53.4

Figure 2: The interactive simulation used by stu-
dents to test solar ovens and visualize energy trans-
formation; below the table simulation is output from
the automatically generated table

Using log files from student interactions with the curriculum
and output from the automatically generated tables (simula-
tion scaffolding), we use feature engineering to identify how
students use the model and whether these uses have an im-
pact on learning. I developed features that have to do with
the control of variables strategy, such as the number of trials
(rows) a student runs and the percent of those trials that are
systematic. These types of techniques have also been used
with more complex simulations and microworlds (e.g., [3,
2]). We use results from pre- and posttests to assess student
learning in tandem with the log data from the curriculum.

The data in this work comes from 635 students across three
schools and five teachers. During this study, students par-
ticipated in a pretest and posttest (each lasting one class
period), as well as the 2-3 week long curriculum. During
the curriculum, students worked in teams of 2-3. These 635
students formed 255 teams.

3. RESULTS

I used pretest and posttest scores to understand the effect of
actions with the simulation on learning. I then examined the
role the number of rows of data a student generated using
the table scaffolding on learning. I found that the number
of rows generated in iteration 1 of the simulation is a signifi-
cant predictor of individual posttest scores, when controlling
for pretest scores and curriculum group (b = 0.10, t(546) =
2.68, p < 0.01). Next, I examined the impact of controlling
variables on learning. I found that the number of Control Of
Variables (COV) Trials run, however, is not quite a signifi-
cant predictor of posttest score, when controlling for group
and pretest score (b = 0.06, t(546) = 1.63, p = 0.10). In
addition, using a dummy variable for conducting any COV
Trials does not significantly predict posttest scores when
controlling for pretest scores and group (b = 0.005, t(546)
= 0.13, p = 0.90). Together, these results indicate that the
control of variables strategy, while a good practice in sci-
ence, is not as helpful for developing an understanding of
the scientific principles at play in a simulation. More ex-
perimentation using the model is beneficial for developing a
better understanding of the scientific concepts.

I then split the students up based on their actions during the
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simulation step (did not generate any rows in table, gen-
erated one row, generated 2 or more rows). I found that
generating 2 or more rows in the table significantly predicts
posttest scores, when controlling for pretest score and work-
ing group (b = 0.12, t(546) = 3.11, p < 0.01), though gen-
erating no rows or 1 row were not significant predictors. I
also developed a variable, Percent Systematic, that is the
percentage of the total rows a group generated that used
the control of variables strategy. This variable has the abil-
ity to show more nuance in how students were employing
the control of variables strategy, but was also not predictive
in determining posttest scores, when controlling for pretest
and group id (b = 0.05, t(508) = 1.32, p = 0.188).

There were also two short response scaffolding questions on
the same step as the interactive simulation. I generated a
variable based on the number of questions students answered
(0, 1, or 2). This was predictive of posttest score, when
controlling for pretest score and group id (b = 0.10, t(546)
= 2.56, p = 0.011).

Overall, evidence suggests that students should be encour-
aged to experiment with the model and guided to produce
at least two rows of data in the table to improve learning
outcomes and use the short response questions. Perhaps
changing more than one variable at a time in this type of
environment indicates that students are spending more time
thinking about possible outcomes. I have further examined
this data using k-means clustering algorithms.

4. FURTHER QUESTIONS

I have finished the majority of data collection for my disser-
tation. I will conduct one more study during the spring of
2017, and there will be the potential for a follow-up study
later. This is an important time for me to get feedback on
my work, especially on the analysis of the action log data I
have collected from over a thousand students. I will begin
the writing phase of my dissertation work during the sum-
mer, and expect to complete my dissertation within the next
12 months.

During the doctoral consortium, I would like to discuss the
following:

e How to assess patterns in student actions in interactive
simulations (Tools and packages for doing this and as-
sessment of what it means to be a meaningful pattern)

e Designing studies that integrate education theory and
data mining

e Assessment of inquiry skills in online environments

Use of event logs in online curriculum to assess student
use of curriculum and how this can be used to assess
learning in tandem with other methods
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ABSTRACT

The present study aimed at proposing a Chinese automated essay
scoring model to assess college students writing quality. Thirty-
one related Chinese linguistic indicators were developed based on
Coh-Metrix indices and characteristics of Chinese texts. Essay
collected from 277 college students were analyzed using
automated Chinese text analyze tool. A stepwise regression was
used to explain the variance in human scores. The number of
words, number of low strokes, content words frequency, minimal
edit distance (all words) and minimum frequency for content
words predicted 55.8% variance in human scores. On the other
hand, seven indicators: number of words, content words
frequency, concreteness, Measure of Textual Lexical Diversity,
minimal edit distance (part of speech), minimal edit distance (all
words) and words per sentence were predictive of human essay
ratings by using discriminant analysis. The present study further
explored the effectiveness of the Chinese automated essay scoring
model by using three different methods: stepwise linear regression,
discriminant analysis, and Nonparametric Weighted Feature
Extraction classification (NWFE). The preliminary results showed
that NWFE classification method produced higher exact matches
(51.3%) between the predicted essay scores and the human scores
than stepwise regression (47.3%) and discriminant analysis
(47.3%).

Keywords

Chinese automated essay scoring, writing quality, NWFE
classification, Chinese linguistic indicators

1. INTRODUCTION

Essay scoring has traditionally relied on expert raters. These
scoring methods need to spend more time and a large amount of
human scoring. Based on these limitations, automated essay
scoring becomes the important research for essay assessment.
According to the results of past studies, automated essay scoring
reported perfect agreement (i.e., the exact match of human and
computer scores) from 30-60% and adjacent agreement (i.e.,
within 1 point of the human score) from 85-99% [1]. Moreover,
recently the study of analyzing the scored essays using Coh-
Metrix has increased noticeably [2, 4, 5, 6, 7, 8, 13, 14, 15]. Coh-
Metrix is an automated text analysis tool that provides lots of
different linguistic indices [10]. The tool can provide these
indices by combining lexicons, a syntactic parser, and several

kbc@mail.ntcu.edu.tw

minbai0926@gmail.com

other components that are widely used in computational
linguistics.

Chinese language features in the characteristics of different from
the English, cannot be directly applied to the Chinese essay
writing. Most of the experts will consider the following sections:
Number of words, structure organization, vocabulary
diversification, typos, and punctuation. Based on the
development of Coh-Metrix, automated text analyze tool were
developed in Chinese. Totally 66 Chinese related linguistic
indicators were used to analyze the characteristics of Chinese
texts [12].

Writing the literacy assessment is an important standardized
testing to assess college students’ writing skill in Taiwan. The
assessment is to detect whether students can express personal
comments on specific issues. Students need to read an article,
respectively, and express personal comments by writing the essay
in two hundred words. These essays were scored by two experts
and score from 0-5. However, we need to a lot of experts and
spend more time to score. To propose a suitable automated
scoring model is important and needed.

2. PROPOSED CONTRIBUTIONS

The purpose of the study is to explore the characteristics of
Chinese writing and propose a suitable Chinese automated essay
scoring model to assess college students writing quality. Past
studies explored the variety of human scoring were predicted by
different text features using regression analysis. Moreover, they
proposed automated essay scoring model and examined the essay
matches by linear regression and discriminant analysis. A
Nonparametric ~ Weighted  Feature  Extraction  (NWFE)
classification method was also used to examine the essay matches
in the present study.

Nonparametric Weighted Feature Extraction (NWFE) is based on
a nonparametric extension of scattering matrices. It could reduce
parametric dimensional and increase classification accuracy [11].
The present study used linear regression analysis and discriminant
analysis of the gradual selection of variables for the NWFE
classification method and examine the accuracy of essay matches.

3. Method

3.1 Text Indices Selection Procedure
The present study collected Chinese essay from college students
in Taiwan. All essay was analyzed by Chinese automated text
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analyze tool. The tool provides 62 Chinese linguistic indices,
includes basic text measures (e.g., text, sentence length), words
information (e.g., word frequency, concreteness), cohesion
(semantic and lexical overlap, lexical diversity, along with the
incidence of connectives), part of speech and phrase tags (e.g.,
nouns, verbs, adjectives), and syntactic complexity (e.g.,
Sentence syntax similarity, Minimal Edit Distance).

The first step, correlation analyses was conducted to examine the
strength of relations between the selected indices and the human
scores of essay quality. Text indices retained based on a
significant correlation with human scores. Multicollinearity was
then assessed between the indices (r >.900). The index retained
based the strongly with human scores when two or more indices
demonstrated multicollinearity. Finally, totally thirty-one indices
were used in the study.

3.2 Essay Scoring

277 essays were collected from college students in Taiwan. Each
essay in the study was scored independently by two expert raters
using a 5-point rating. The rating scale was used to assess the
quality of the essays and had a minimum score of 0 and a
maximum score of 5. The experts evaluated the essays based on a
standardized rubric used in the Chinese writing literacy
assessment in Taiwan. The results of correlation between two
experts are 0.788. It indicated that consistency of expert scoring.

3.3 Essay Evaluation

Three different methods were used to examine the accuracy of
automated essay scoring: linear regression analysis, discriminant
analysis, and NWFE classification. Text features were selected by
linear regression and discriminant analysis. The leave-one-out
method was used to experiment with training essay set and testing
the essay set. The present compared the exact matches of the essay
by using the three methods.

4. Preliminary Results

4.1 Linear Regression Analysis: Text Features
A stepwise regression analysis was conducted to examine which
text indicators were predictive of human essay ratings. 40 Chinese
text features were used in the study. The results presented in Table
1. Five indicators were a significant predictor in the regression
model: Number of words, the number of low strokes, content
word's frequency, minimal edit distance (all words) and the
minimum frequency of content words, F = 12.074, p <.001, r
=747, r?> =558. The results from the linear regression

4.2 Discriminant Analysis: Text Features

The purpose of the discriminant analysis was to examine whether
features are predictive of human scoring. The results of the
discriminant analysis showed that seven text features could
predict human scorning, includes the number of words, content
word frequency, concreteness, Measure of Textual Lexical
Diversity, minimal edit distance (part of speech), minimal edit
distance (all words) and words per sentence.

4.3 Exact and Adjacent Matches

Table 2 and Table 3 presented the results of exact and adjacent
matches. The linear regression analysis (stepwise) selected
features: The number of words, number of low strokes, content
words frequency, minimal edit distance (all words) and minimum
frequency for content words. The exact matches (leave-one-out)
between the predicted essay scores (rounded to 0-5) and the
human scores is 47.3% exact accuracy and 95.3% adjacent
accuracy.

The discriminant analysis (stepwise) selected features had the
number of words, word frequency of content words, minimal edit
distance (local), MTLD, the number of terms, concreteness, and
minimal edit distance (part of speech). The exact matches (leave-
one-out) between the predicted essay scores and the human
scores is 47.3% exact accuracy and 93.9% adjacent accuracy.

The present study conducted NWFE classification method to
examine the effectiveness of automated essay scoring. The results
showed that 48.7% exact matches between predicted scores and
human scoring, which text features selected by linear regression.
Moreover, 51.3% exact matches between predicted scores and
human scoring, which text features selected by discriminant
analysis.

Table 2. Comparison of Exact

Classification Text features Text features
method selected by linear selected by
regression Discriminant
Linear regression 47.3% 46.6%
Discriminant 45.5% 47.3%
NWFE 48.7% 51.3%

Table 3. Comparison of Adjacent

demonstrate that the five variables account for 55.8% of the Classification Text features Text features
variance in the human scoring of writing quality. method selected by linear selected by
regression Discriminant
Table 1. Stepwise regression results for text features - -
Linear regression 95.3% 93.9%
Indicators B SE B
number of words 011 001 529 Discriminant 94.2% 93.9%
number of low strokes .000 .000 -131 NWFE 89.9% 90.3%
content words 824 402 086 .
frequency ' ' ' 5. Conclusion
minimal edit distance 2334 618 238 Past studies have found that the number of words was an
(all words) ' ' ' important indicator of human score [4, 15]. The results of the
minimum frequency -.148 042 154 study also presented that the number of words has a high
for content words ' ' ' significant correlation with human scores. The number of words,
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the minimal edit distance (local), and the number of low strokes
three indicators belong to Descriptive and Syntactic Complexity
categories in Coh-Metrix. MTLD belongs to Lexical Diversity.
These indicators are related the scoring guide of writing for
college students in Taiwan.

Comparing exact matches between linear regression analysis
(stepwise) and discriminant analysis (stepwise). The results of
leave-one-out of exact matches linear regression and discriminant
analysis showed consistency. Moreover, regardless of method
linear regression analysis (stepwise) or discriminant analysis
(step-wise) selection indicators, the accuracy of exactly matched
of NWFE method is higher than the other two classification
methods.

6. Future Works

Past studies have investigated the potential for component scores
that are calculated using the linguistic features by Coh-Metrix in
assessing text readability [9, 12]. Moreover, one study has
explored correlations between human ratings of essay quality and
component scores based on similar natural language processing
indices and weighted through a principal component analysis [2].
However, this approach has not been extended to computational
assessments of essay quality In Chinese. The present study will
adapt a similar approach to passing studies [9, 12]. We will
conduct a principle component analysis (PCA) or factor analysis
to reduce the number of indices selected from Chinese automated
text analyze tool into a smaller number of components comprised
of related features. The present study will further explore the
correlation between component scores and human scoring. A
Chinese automated essay scoring model based on text component
scores will be developed and explored.
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ABSTRACT

In this age of fake news and alternative facts, the need for a
citizenry capable of critical thinking has never been greater.
While teaching critical thinking skills in the classroom re-
mains an enduring challenge, research on an ill-defined do-
main like critical thinking in the educational technology
space is even more scarce. We propose a difficulty factors
assessment (DFA) to explore two factors that may make
learning to identify fallacies more difficult: type of instruc-
tion and belief bias. This study will allow us to make two
key contributions. First, we will better understand the rela-
tionship between sense-making and induction when learning
to identify informal fallacies. Second, we will contribute to
the limited work examining the impact of belief bias on in-
formal (rather than formal) reasoning. We discuss how the
results of this DFA will also be used to improve the next
iteration of our fallacy tutor, how this tutor may ultimately
contribute to a computational model of informal fallacies,
and some potential applications of such a model.

Keywords

Cognitive Tutors, Informal Logical Fallacies, Informal Rea-
soning, Cognitive Task Analysis, Difficulty Factors Assess-
ment

1. INTRODUCTION

Despite the recognized importance of critical thinking in tra-
ditional education, critical thinking is largely absent from
the educational technology space (e.g., online courses/MOOCs,
cognitive tutoring systems, etc.). Some of the recent work
on critical thinking in educational technology has focused
on comparing critical thinking in face-to-face and computer-
mediated interactions. Researchers often use content-analysis
to identify instances of critical thinking in online and face-
to-face discussions [3, 10]. In this work, critical thinking is
not the primary focus of the course, but rather an epiphe-
nomenon.
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Other work, particularly in the domains of philosophy, writ-
ing and law, has addressed critical thinking more directly.
For example, some recent work has demonstrated that ar-
gument diagramming using a graphical interface improved
argumentative writing skills [6] as well as critical thinking
skills more generally [5]. However, similar gains are seen
using paper-and-pencil argument diagramming as well, sug-
gesting the software may be more of a convenience than a
necessary factor [4].

Despite the challenges of working in an ill-defined domain
[8], another intersection of critical thinking and e-learning
has been in intelligent tutoring systems (ITS). For example,
Ashley and Aleven [1] built an ITS to teach law students
to argue with cases more effectively. The study we propose
extends this work on critical thinking in the ITS space to
a more general population. We will build a cognitive tutor
that teaches users to identify several common informal log-
ical fallacies. We chose informal fallacies because they offer
a degree of structure to the otherwise ill-defined domain of
informal reasoning, making the content more amenable for
use in a cognitive tutor. Using this tutor, we will conduct a
difficulty factors assessment (a type of a cognitive task anal-
ysis) [7] to evaluate the impact of two factors on the user’s
ability to identify logical fallacies.

The first factor explored will be type of instruction. The
Knowledge-Learning-Instruction (KLI) framework lists three
types of learning processes, and suggests that the best in-
struction for teaching a specific skill depends on the type of
process used to learn that skill. The purpose of the type of
instruction manipulation is to better understand the learn-
ing processes that underpin the identification of logical fal-
lacies. Specifically, we are interested in whether this skill is
more efficiently learned using induction (e.g., showing many
examples of the fallacy) or sense-making (e.g., providing de-
tailed descriptions of the fallacy’s mechanics). Textbooks
used to teach logical fallacies often take both approaches,
giving readers an explanation of a fallacy followed by some
small number of examples. As this skill may consist of mul-
tiple, more fundamental skills (or knowledge components),
the mixed approach used by textbooks may prove to be the
most efficient. Nevertheless, the proportion of time to de-
vote to each learning process remains an open question that
this experiment may help answer.

The second factor that may negatively impact a student’s
ability to identify logical fallacies is belief bias, the tendency
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Table 1: Breakdown of the problems used in the tutor. Note that (F), (4), (C), and (L) correspond to for,
against, conservative and liberal, respectively. For example, in the first cell of the table, we see an apolitical
prompt, which fallacy 1 is used to argue for.

Apolitical ~ Political ~ Apolitical  Political =~ Apolitical ~ Political
Fallacy 1 (F) (C) (A) (L) (F) ©)
Fallacy 2 (A) (L) (F) (©) (A) (L)
Fallacy 3 (F) (C) (A) (L) (F) ©)
Fallacy 4 (A) (L) (F) © (A) L)
Fallacy 5 (F) (©) (A) (L) (¥) (©)
Fallacy 6 (A) (L) (F) (©) ) )

to judge arguments more favorably if we agree with the con-
clusion. Early work on belief bias explored its effect on for-
mal reasoning using syllogisms [9, 2], but there is some evi-
dence that suggests that belief bias may operate differently
in informal reasoning [11]. The proposed study builds on
and contributes to this research by empirically testing the
effect of belief bias on learning to identify informal fallacies.

2. FUTURE RESEARCH PLANS

2.1 Difficulty Factors Assessment

We will use a Difficulty Factors Assessment (DFA) to iden-
tify the factors (if any) that make it more or less difficult
for students to learn how to identify logical fallacies. The
proposed experiment will explore the impact of two primary
factors as well as several secondary factors.

2.1.1 Type of Instruction

The proposed experiment will explore the impact of type of
instruction by randomly assigning each participant to one
of three conditions. In each condition, when the participant
is given a problem and asked to identify the logical fallacy,
they will be given a set of possible answers and the option
to view more information about each of the answers. In
the first condition, when participants ask for more informa-
tion they will be shown a brief, but detailed description of
the mechanics of each fallacy (sense-making). In the second
condition, participants will be shown two examples of each
fallacy (induction). In the the third condition, participants
will be shown a description and one example for each fallacy
(mixed).

In addition to comparing the effect of increased examples
between groups, we will be able to compare this effect within
groups by treating completed problems as viewed examples.
This analysis will help us pinpoint the average number of
examples needed to be able to identify the fallacies used in
the experiment, and compare that number to the average
numbers seen in common textbooks.

2.1.2 Belief Bias

The proposed experiment will explore the impact of belief
bias on a student’s ability to identify logical fallacies by al-
tering the political orientation of problem content and com-
paring performance on those problems with the participant’s
personal political orientation. Of the 36 problems presented,
half will be apolitical (i.e., politically neutral) and half will

be political. Of the political problems, half will have a con-
servative orientation, half a liberal orientation. The apoliti-
cal problems are also split into two categories (for an issue or
against an issue) for balance. Problems can be broken down
into three subcomponents: the prompt (either political or
apolitical), the fallacy, and the conclusion (either for/against
or conservative/liberal). Table 1 shows the breakdown of
each problem.

2.1.3 Secondary Factors Explored

In addition to the main effects of type of instruction and
belief bias, our design also allows us to explore several sec-
ondary factors. We can test whether type of instruction has
a differential effect on specific fallacies. For example, sense-
making may be more important for learning to identify a cir-
cular argument, while examples may be sufficient for learn-
ing to identify a Post Hoc fallacy. We can also test whether
participants are more likely to identify a fallacy given the
nature of the prompt (political vs. apolitical) or the valence
of the conclusion (for/against or conservative/liberal).

2.2 Towards a Computational Model of Logi-

cal Fallacies
The ultimate goal of this work is to develop a computational
model of logical fallacies. Achieving this goal requires over-
coming several large challenges.

2.2.1 Lack of Labeled Examples

First, to train a model to detect such a nuanced use of lan-
guage will most likely require a large number of labeled ex-
amples. Furthermore, these examples will most likely have
to be varied and authentic (perhaps unlike many of the pur-
posefully illustrative examples used in textbooks). To solve
this shortage of labeled examples, we propose using our cog-
nitive tutor to train crowd workers to identify fallacies in
real-world media sources. The quality of those labels can
be evaluated using traditional crowdsourcing methods (e.g.,
consensus of the crowd). High quality labels can then be
automatically integrated into the tutor training system, in-
creasing the number of potential examples crowd workers
can use to achieve mastery. This increase in the number of
examples may be especially important if our DFA reveals
that learning to identify informal fallacies is a primarily in-
ductive skill. Figure 1 shows the feedback loop relationship
between crowd workers and the cognitive tutor.
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Cognitive
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Train Computational
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Figure 1: Feedback loop relationship between the
cognitive tutor and crowd workers. The real-world
examples labeled by crowd workers can be used to
both improve the cognitive tutor and train compu-
tational models.

2.2.2 Modeling the Semantic Nature of Fallacies
Informal Logical Fallacies is an umbrella term that encom-
passes a diverse array of fallacies. Some of these fallacies
may be easier for a machine learning model to detect. For
example, the Slippery Slope fallacy often has the generic
structure: “First X, pretty soon there’ll be Y too!” These
kinds of syntactic features will likely be easier to detect than
the semantic features necessary to identify a fallacy like Cir-
cular Reasoning. Finding the right method for approaching
these more difficult cases will be one of the key challenges
of this work.

2.2.3 Potential Applications

If we meet these challenges and are able to detect logical
fallacies in real-world text, there are potential applications
in media (both traditional and social), politics, and educa-
tion. Omne could imagine a plugin for your favorite word
processor that underlines an Appeal to Ignorance just as it
would a misspelled word. Similarly, one could imagine how
broadcasts of presidential debates in the future might be ac-
companied by a subtle notification anytime a candidate uses
Moral Equivalence.

In conclusion, we propose a plan to develop a computational
model of informal logical fallacies. The first, and most con-
crete, step of this process is developing a better understand-
ing of the factors that promote and hinder how we learn to
identify informal fallacies. We propose a difficulty factors
assessment to explore the impact of sense-making versus in-
duction support, as well the impact of belief bias. Discover-
ing how these factors regulate learning will not only allow us
to build a better tutor, but will improve our understanding
of how we learn informal logical fallacies in general.
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ABSTRACT

Recent mandates by federal funding agencies and universi-
ties to create open access repositories of published research
allow researchers a wealth of texts to analyze. Furthermore,
some publishers of academic texts have begun creating poli-
cies to permit non-commercial text mining of journal arti-
cles. This project follows the approach of 7], which auto-
matically extracts result sentences from full-text biomedical
journal articles by using support vector machines and naive
Bayes classifiers. I also experiment with using the least ab-
solute shrinkage and selection operator (LASSO) [6, 18] as a
method to select features for the classifiers. I compare this
new approach with other feature selection strategies used in
previous studies.

Keywords
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1. INTRODUCTION

Information overload is hardly a new concept, with even
the Ancient Roman scholar Seneca the Elder claiming in 1
AD, “the abundance of books is distraction” [8]. Similarly,
the automatic summarization of text has been researched
since at least the 1950’s, with Luhn’s work on creating ab-
stracts automatically [11]. In concert, United States (US)
federal funding agencies, such as the National Institutes of
Health (NIH) [13], the National Science Foundation (NSF)
[14], and the Institute for Educational Sciences (IES) [9],
and university systems such as the University of California
(UC) [1] have adopted open access policies for funded and
published research. Publishers of academic journals, such as
Elsevier [4] and Springer [15], have adopted policies for non-
commercial research of texts. Finally, some national govern-
ments (e.g., the United Kingdom (UK) [10]) have adopted
changes to copyright law allowing for non-commercial re-
search of copyright protected works.
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Given these open-access and legal policy changes, a wide
swath of researchers now have access to a wealth of texts
to automatically analyze. Specifically, the shifts in policies
and laws allows for text mining to extract result sentences
from full-text journal articles. Further, publishers have cre-
ated APIs which allow for access to texts. It is unlikely that
future researchers will be able to carefully read and analyze
all of the texts in order to extract pertinent results. How-
ever, open-access policies in the US by the NIH have enabled
automated extraction since the late 2000s in some fields.

My research seeks to first expand the work done in the
biomedical sciences, particularly in [7] to the educational
sciences, but also to explore an additional feature selection
technique. This experiment is to complement the work in
[20] by using the LASSO as a feature selection technique.

2. BACKGROUND

Text mining has been recognized as a tool to reduce the
time required to complete a systematic literature review [17].
There are several tasks text mining can simplify when cre-
ating a systematic review. Current text mining approaches
allow relevant studies to be identified, by identifying relevant
search terms, and describing the characteristics of prior in-
vestigations can be accomplished by automatic summariza-
tion [17]. This proposal is inspired by the systematic search
of literature using targeted queries by the information scien-
tist, Don Swanson, who revealed a link between magnesium
and migraines in the late 1980s [16]. This finding is novel
because it linked medical literature with chemistry litera-
ture. Thus, I want to uncover previously unrealized links,
contradictions, and confirmations in the current literature
on on how students utilize computers to enhance or hinder
their educational experience.

Supervised learning using text has been heavily researched in
the biomedical sciences. For example, [12] proposed to use a
modified naive Bayes classifier which can determine whether
an abstract is relevant for a given topic, based on the words
in previously seen abstracts. They also propose a unique
weighting scheme which allows for high recall and reason-
able precision. In their work, they show their proposed pro-
cess can significantly reduce the time required to conduct a
systematic literature review. Given the amount of publica-
tions available following from the aforementioned changes,
these results could help educational researchers significantly
reduce time to determine which previously published work
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is most relevant.

More broadly, this work addresses the need to have a “liv-
ing systematic literature review” where the most up-to-date
published findings can be included for practitioners and re-
searchers to implement and be informed of these findings
[3]. One study found the average time between a published
finding and inclusion in a systematic literature review to av-
erage between 2.5 and 6.5 years [3]. This relates directly to
an initiative by the US’s Institute of Educational Sciences
to use evidence based practices [19]; that is, connecting the
knowledge from research to practicing the knowledge.

3. APPROACH

This project will extract sentences containing results from
full-text journal articles in peer-reviewed journals. Given
that journals have dozens of volumes and issues, it is likely
not feasible to read and find all relevant articles needed to
understand prior research. This process will create a sys-
tematic review of literature from educational journals in a
targeted area: student interaction and behavior in comput-
ing environments. The systematic review will inform re-
searchers on previous findings and update practitioners on
the most current research.

3.1 Extracting Results

To extract result sentences, I will parse full-text journal arti-
cles into sentences, using a tokenizer, for example, Python’s
NLTK [2]. Next, I label the sentences as either containing
a result or not, as well as indicate the section of the ar-
ticle where the sentence lies, and whether the sentence is
the first or last in the respective paragraph, following from
[7]. In [7], result sentences were distributed throughout the
journal articles and were most common in the first or last
sentence of the paragraph. Then, I will experiment with var-
ious classifiers, such as support vector machines, naive Bayes
classifiers, decision trees, and various ensemble models. The
output of the classifiers will be the sentences containing re-
sults, which can then be used to form a thorough systematic
review.

To train these models, I will select features using traditional
metrics, such as information gain, mutual information, and
the x? statistic [20], which are the ones used by [7]. Interest-
ingly, using these three feature selection strategies, not one
term was selected by all three methods; however, there was
overlap with terms for the x? statistic and information gain,
and information gain and mutual information. Because of
this finding, I propose to use a different feature selection
technique to select words or surface level knowledge (e.g.,
sentence position, section of paper) to train these classifiers.

3.2 Feature Selection

Another experiment I plan to conduct to extract words from
the corpus of sentences from the journal articles is to uti-
lize the LASSO to select words to use to train classifiers
to discern sentences containing results from those that do
not. Given that the LASSO is used for high dimensional
data sets as a variable selection technique, in fields such as
gene-expression analysis [5], this approach seems reasonable
given the high dimensionality and sparseness of text data.
I will experiment with various parameters of the LASSO

to ensure reasonable feature selection; that is, a feature set
which is not prohibitively small to provide high recall and
reasonable precision, but one which is not too big to prohibit
generalizablity.

The specific binomial logistic LASSO model I will use to
select terms is

P(result = 1|x)

_ T
o8 P(result =0|x) Po+x B, (1)

where result equals one if the sentence x; contains a result,
and zero otherwise. Note that x is a matrix, where each row
is a sentence, one column is result, and the other columns
are words and surface-level features about the sentence. In
the estimation phase, the model’s likelihood function is pe-
nalized by a shrinkage parameter A. This shrinkage param-
eter shrinks unimportant s towards zero, thus leaving only
the most important terms with nonzero fBs. These terms
will then be used to train the classifiers to extract result sen-
tences to be used in systematic literature reviews. Further,
the magnitude of each S can be beneficial in determining
relative importance of a term.

For this portion of the project, I will experiment with various
As to determine which give the best performance when train-
ing the models to extract result sentences. A comparison of
the feature selection strategies in [7, 20] will be conducted to
determine any relationship between these feature selection
strategies and the LASSO.

4. CURRENT STATUS

My current tasks are to complete a literature review of text
classification. In this literature review, I address traditional
classifiers from multivariate statistics and machine learning,
but also accompany background on generating systematic
literature reviews. The literature review also includes a dis-
cussion of evidence based practices and speculates on how a
living systematic literature review might impact education
research.

A concurrent stage is procuring and processing texts for
analysis. In [7], seventeen full-text articles were analyzed,
with around 2550 total sentences being considered. Thus,
once all texts have been selected, I will begin labeling the
sentences as containing a result or not containing a result.
Efforts are underway to procure a small research fund to pay
a research assistant to also label sentences as a measure of
inter-rater reliability.

5.  PROPOSED CONTRIBUTIONS

This work provides contributions to the fields of informa-
tion science and educational data mining. One contribution
is an alternative feature selection strategy which could im-
prove performance of supervised learning methods. Because
feature selection is arguably the most important analysis
phase in text classification, using the LASSO in addition
to strategies already used might help better performance in
text classification.

Another contribution of the work is introducing the con-
cept of a living systematic literature review to educational
research. Due to the explosion of the amount of published
research in education, and the interest in evidence based
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practice to be utilized in education, this work can address
those desires.

6. ADVICE SOUGHT

I would like advice on any or all of these concerns:

1. Are there other approaches, besides classifiers such as
support vector machines, naive Bayes, discriminant
analysis, neural networks, and decision tree classifiers
that would be useful for this approach?

2. What suggestions do you have for analyzing the re-
sult sentences once they have been discovered by the
classification algorithms?

3. Do you have any suggestions for experiments with the
shrinkage parameter, A, for selecting terms when using

the LASSO?

4. Are there any specific metrics you would suggest to
use for analyzing the results of either result extraction
or selecting terms?
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ABSTRACT

Current automated essay grading systems are typically fo-
cused on the semantic and syntax analysis of written ar-
guments via Natural Language Processing techniques. Few
systems focus on the automatic assessment of argument struc-
ture. In this work, we propose to build an Intelligent Argu-
ment Grading System to automatically assess and provide
feedback on the structure of arguments of student-produced
argument diagrams, which are graphical representations for
real-word argumentation. The proposed system contains
two stages. In the first, it automatically induces empirically-
valid graph rules for expert-graded argument diagrams. An
assessment model is trained from the dataset of manually-
graded argument diagrams with the feature of induced graph
rules. In the second stage, the assessment model automati-
cally grades and provides feedback by identifying both good
features and structural flaws in students’ work. The signifi-
cance of this work will be that the proposed system can save
high cost of labor by automatically inducing empirically-
valid rules, grading, and providing feedback on the structure
of arguments for students. We anticipate that the automatic
feedback can help students revise their structural plans ac-
cordingly before they start to write essays, which will in turn
lead them to produce more high-quality arguments.

Keywords
Argument Diagrams, Structure of Arguments, Automated
Grading System, Automatic Feedback

1. INTRODUCTION

Argumentation is an essential skill in scientific domains in-
cluding physics, engineering, and computer science, where

students must articulate and justify testable hypotheses through

argumentative reasoning. As a consequence, automated es-
say grading systems have become particularly useful tools
for argument assessment (e.g. [1, 3, 9]). Prior research
has shown that automated assessment systems can be used
to assess student-produced arguments correctly and cost-
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effectively. Current automated grading systems rely on ei-
ther surface-level analysis of linguistic features within a bock
of text (as in [3]) or deeper Natural Language Processing
(NLP) that utilizes machine learning techniques (as in [9,
1]). These systems are typically designed to evaluate on the
basis of readability (e.g. the number of prepositions and
relative pronouns or the complexity of the sentence struc-
ture), shallow semantic analysis (e.g. lexical semantics or
the relationships analysis among named entities), and syn-
tax analysis (e.g. grammatical analysis). Ultimately, these
systems return the scores or feedback on the content and
the qualities of the students’ writing based on a predictive
model that is trained by the dataset stored in the system.

However, very few active systems are focused on automatic
analysis of the rhetorical structure of arguments to address
structural flaws. Argument structure refers to the organi-
zation of the key components of argumentation (e.g. hy-
potheses, citations, or claims), which can reveal how the
students justify their research hypotheses by using relevant
evidence to support or oppose conclusory statements. In
real-life teaching, the students are encouraged to structure
their argumentative essays before they start writing by for-
mulating a research hypothesis based on the research ques-
tion, listing relevant evidence and factual information, and
identifying the logical relationships between them. Evalu-
ating the draft structure of these arguments and identifying
flaws can help students to revise their plans and to produce
high-quality arguments in the future. It is possible for hu-
man experts to grade draft arguments. However that process
is costly and time-consuming.

In this work, we propose to build an Intelligent Argument
Grading System that can automatically grade and provide
feedback on the structure of students’ arguments. The sys-
tem will be based upon LASAD [4], an online tool for ar-
gument diagramming and collaboration. The input to the
system will be a valid argument diagram, the output is the
grade and feedback pointing out the outstanding substruc-
tures and structural flaws in the student’s work.

2. BACKGROUND

2.1 Argument Diagrams

Argument diagrams are visual representations of real-world
argumentation that reify the essential components of argu-
ments such as hypotheses statements, claims, and citations
as nodes and the supporting, opposing, and clarification re-
lationships as arcs [6]. These complex nodes and arcs can
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include text fields describing the node and arc types or free-
text assertions, links to external resources and other data.
Argument diagrams have been used in a variety of domains,
including science [10], law[8] and philosophy [2] to help stu-
dents learn written argumentation. Prior researchers have
shown that argument diagrams can be used to scaffold stu-
dents’ understanding of existing arguments [2] and can help
to support scientific reasoning [10].

- Citston
Saee v

Comparison
36+ (-) compar p ,./

bevesn

B
Citation

a-Ciaton
Py e

i el s s rouniey
e et eenpronen

Citation

Figure 1: A student-produced Argument Diagram.

A sample student-produced diagram is shown in Figure 1.
The diagram includes a hypothesis node at the bottom right,
which contains two text fields, one for a conditional or if
field, and the other for a consequent or then field. Two ci-
tations are connected to the hypothesis node via supporting
and opposing arcs colored green and red, respectively. They
are also connected via a comparing arc. Each citation con-
tains two fields: one for the citation information and the
other for a summary of the work; each arc has a single text
field explaining what purpose the relationship serves.

3. PRELIMINARY RESULTS

In Lynch’s study of diagnosticity of argument diagrams [5],
a set of 104 paired diagrams and essays were collected at
the University of Pittsburgh in a course on Psychological
Research Methods. The diagrams and essays were indepen-
dently graded by an experienced TA according to a paral-
lel grading rubric. They showed that hand-authored graph
rules were empirically-valid and were correlated with the di-
agram and essay grades; and thus that they could be used
as the basis of predictive models for automatic grading.

Our prior work has also shown that Evolutionary Computa-
tion (EC) can be used to automatically induce empirically-
valid graph rules for student-produced argument diagrams,
and that the induced graph rules can be used as features for
automatic grading [11, 12]. It is possible to harvest a set
of diverse rules that were filtered via post-hoc Chi-Squared
analysis [7]. This includes both good rules that are positively
correlated with the diagram and essay grades and bad rules
which are negatively correlated with the former representing
positive structural features and the latter indicating flaws in
the argument.

Figure 2 shows an example of a positive graph rule (P-G)
and a negative graph rule (N-G) induced in our prior work.
P-G shows a graph structure where the students identified
at least two related citations (cO & c1) that can be synthe-
sized to support a single claim (k0) and where they included
both a separate hypothesis (h) and an additional claim (k1).
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Figure 2: Examples of positive and negative graph rule.

It shows one of the structures that students have been en-
couraged to incorporate into their arguments as it shows an
ability to synthesize citations to form a complex claim.

N-G is a negative rule that contains a single claim node (k)
which is connected to a citation node (¢) via an undefined arc
(u), and a separate hypothesis node (h) which may or may
not be connected to the rest structure. This rule is a clear
violation of the semantic guidance that students were given.
In our experiment, the students were instructed to use un-
specified arcs for definitions or clarifications. Some students
instead used them only when they were unsure about the
strength of their evidence or did not understand the cita-
tion.

4. PROPOSED SYSTEM

In this work, we propose to build an Intelligent Argument
Grading System (IARG) for student-produced argument di-
agrams. Our goal is to automatically grade the structure
of arguments for students and provide feedback that reflects
the good features and structural flaws in students’ work.
The proposed system includes two stages, which are shown
in Figure 3.

The top part of Figure 3 illustrates the first stage, Auto-
matic Rule Induction, in which the system automatically
induces empirically-valid graph rules for expert-graded ar-
gument diagrams. The system will contain a database of
argument diagrams and expert-assigned grades, along with
a database of graph rules induced by the EC algorithm with
a x-Squared filter as described in [11, 7]. After the system
produces a set of individual rules, the induced rules are eval-
uated by domain experts to determine whether or not they
are semantically valid. Only valid rules will be incorporated
into the database. Note that the induced rules contain both
positive and negative examples. At the end of the process,
we will use supervised learning methods to train an assess-
ment model based upon the feature of induced rules and
other graph feature (e.g. the degree of diagram nodes, the
complexity of diagrams, and the attribute of the hub nodes
in diagrams).

In the second stage of Automatic Grading and Feed-
back, the trained model will automatically grade and pro-
vide feedback on students’ submissions by identifying both
good features and structural flaws of the arguments. After
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In Fall 2018, we plan to implement the proposed sys-
tem based upon LASAD by building databases for the
argument diagrams and for the graph rules, and inte-
grating the assessment model into the system.

Stage I: Automatic Rule Induction

DB for Argument Diagrams
Rule induction

Update DB

4. In 2019, we will test the performance of our system in
an augmentative writing class at NCSU. We will focus
on accessing the automatic grades and feedback from
the student’s perspective and determine whether they
find the automatic feedback to be useful. Thus we will
not have experts to examine the automatic feedback in
the second stage. Based upon the students’ feedback,
we will consider whether to have experts to regrade
the new submission and to update the database and
assessment model.

Expert
evaluation

Graded argument / :
diagrams

Train an
nent model

Stage II: Automatic |Grading and Feedback
( Submission }

Auto
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S. FUTURE WORK & OPEN QUESTIONS

In the future work, we plan to achieve the following:

1. In Fall 2017, we plan to work with domain experts to
determine whether the induced graph rules are seman-
tically valid; whether they can be used for automatic

grading; and whether they include all of the good fea-
tures and structural flaws in students’ work. This gives
rise to our first research question: how can we improve
the performance of the graph rule induction algorithm
by inducing more empirically-valid graph rules?

2. In Spring 2018, we will leverage different supervised
learning methods to train an assessment model from
our current dataset of expert-graded argument dia-
grams with the feature of valid graph rules and other
graph features. We will evaluate the assessment model
on a new set of student-produced argument diagrams.
Our second research question is that what other graph
features can we use to build the assessment model?
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