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Abstract. Representing domain knowledge is important for constructing 
educational software, and automated approaches have been proposed to 
construct and refine such models. In this paper, instead of applying automated 
and computationally intensive approaches, we simply start with existing hand-
constructed transfer models at various levels of granularity and use them as a 
lens to examine student learning. Specifically, we are interested in seeing 
whether we can evaluate schools by examining the grain-size at which its 
students are best represented. Also, we are curious about whether different types 
of students are best represented by different transfer models. We found that 
better schools and stronger students are best represented by models with a fewer 
number of skills. Weaker students and schools are best represented, for our data, 
by models that allow no transfer of knowledge in between skills. Perhaps 
surprisingly, to accurately predict the level at which a student represents 
knowledge it is sufficient to know his standardized test score rather than 
indicators of socio economic status or his school.   

1 Introduction 

The topic of representing domain knowledge is fundamental in the construction of 
intelligent tutoring systems (ITS). This representation is important not only because it 
denotes the language used in constructing the tutor (e.g. the level at which to construct 
hints), but also because it makes claims about the level at which students represent 
knowledge and transfer it between problems. For this reason, such models are sometimes 
called transfer models [7].    

Given the importance of transfer models, it is not surprising that their construction has 
been a major focus in the educational data mining (EDM) community. For example, 
Barnes has done considerable work with trying to induce transfer models, in this work 
called q-matrices [4], from data [1, 2].  Winters [16] has compared a variety of statistical 
approaches for constructing transfer models, including cluster methods such as k-means 
and dimensionality reduction such as non-negative matrix factorization. One common 
thread of this work is that it produces models that are typically more compact than those 
created by experts. This difference is both a source of strength (perhaps students learn 
differently than experts believe?) and a source of weakness (if the models are less 
understandable or make it harder to represent pedagogical knowledge why should we use 
them?). Although it would be an expensive undertaking, we are unaware of a controlled 
study showing that a tutor using automatically constructed model provides superior 
teaching compared to a tutor using to hand-constructed transfer model (or vice versa).  
Rather than inferring a transfer model from scratch, there is a hybrid approach called 
learning factors analysis (LFA) [9]. This technique starts with a transfer model, typically 
built by hand, and computationally tries various modifications to the model to better align 
it with student performance data (e.g. see [5, 6]). Although LFA is intuitively appealing, 
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it has not demonstrated any dramatic improvements in model fit. Although its potential to 
shed light on scientific questions, such as the level of knowledge that learners use to 
represent written words [11], is a great benefit, it is unfortunate that modifying hand-
created models does not result in substantially stronger1 models.  

Rather than trying to invent another complex and computationally intensive technique, 
we take an alternate view of the problem. We know from prior research that students of 
differing proficiency have somewhat different representations of the domain, with more 
skilled learners having a more compact (i.e. coarser) representation [11]. We also know 
that different tutorial interventions influence the representation that learners acquire, with 
better interventions causing learners to develop a more compact representation [10].  A 
common fallacy is the belief that finer-grain models will fit learner data better, or at least 
will fit better given sufficient training data, since they are able to represent subtler 
distinctions in the domain. This belief is incorrect since fine-grained models not only 
make subtle distinctions in skills, they (typically) also assert that skills are independent of 
each other. So practice in one skill does not help with another. If learners are able to 
transfer knowledge amongst skills, a coarser-grain model will better fit performance data. 
Given these results, perhaps it makes more sense to skip over automated techniques and 
simply start with transfer models at various levels of granularity and use them as a lens to 
examine student learning. In this way, we can still do interesting science with our large 
datasets but do not have to focus on complex machinery that might not be that helpful. 

The goal of this paper is a case study in hand-constructed models of various grain sizes in 
interpreting data collected from an ITS. Specifically, we are interested in whether models 
of different granularity better fit distinct subgroups, and, consequently, whether we can 
use this approach to evaluate schools by examining the grain-size at which their students 
are best represented. Given two schools where one is better predicted by a coarser 
transfer model, that school is probably the better one. This approach is different than 
simply looking at which school has the highest test score performance. If a weaker school 
changes its curriculum and its students have a better mental model of the domain and are 
transferring better, they might still lag a stronger school in raw knowledge and 
consequently in test scores. This approach can potentially detect such schools. We can 
validate this hypothesis in two ways. First, we have an idea of the quality of the schools 
we are evaluating (although the person interpreting the data did not). Second, instead of 
partitioning students by school, we can use their state assessment test score and partition 
them by math proficiency. If we see a trend for stronger students, it is reasonable to 
believe it applies to stronger schools.  

The advantage of this approach is that it is easy. Also, if one transfer model does a better 
job at a particular school, since that model is expert-constructed it should not be (any 
more) difficult (than usual) to construct tutorial content for the model; whereas automated 
models might not fit educators’ understanding of the domain. Also, since there are a 
                                                 
1 By “substantially stronger” we do not mean statistically reliably different. We acknowledge there have 
been changes in Bayesian Information Criterion (BIC) scores that correspond to reliable improvements, but 
it would be difficult to distinguish such a tutor built with a revised transfer model from the one built with 
the original. 
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limited number of grain sizes for our model, there is a definite limit on the amount of 
content creation that is required. For this research, we use data collected as part of the 
ASSISTment project (www.assistment.org) as our testbed.   

2 The ASSISTment system 

The ASSISTment system [13] is a web-based system that presents math problems to 
students who range from approximately 12 to 16 year-olds. When a student has trouble 
solving a problem, the system usually provides instructional assistance to lead the student 
through by breaking the problem into scaffolding steps, or displaying hint messages on 
the screen, upon student request. Each ASSISTment question consists of an original 
question and a list of scaffolding questions. The original question usually has the same 
text as found in the Massachusetts Comprehensive Assessment System (MCAS) test 
while the scaffolding questions were created through breaking the original question down 
to the individual steps by our content experts. A student is initially presented a question 
that usually has several skills needed to solve it correctly. If the student gets the question 
correct he can move on to next question, otherwise he is forced to go through a sequence 
of scaffolding questions (or scaffolds). Students work through the scaffolding questions, 
possibly with hints and buggy messages, until they eventually get the problem solved. 
Student actions and tutorial responses are time-stamped and logged into our database.  

3 Methods 

3.1 Construction of different grain sized transfer models 

A fine grained model was constructed during a seven hour long “coding session” in 2005 
at WPI where our subject-matter expert and the ASSISTment project director created a 
set of skills and used those skills to tag all of the existing 8th grade MCAS items. They 
imposed the limit that no one item would be tagged with more than three skills. Thus, 
many of our ASSISTment System questions had three scaffolding questions; we wanted 
the fine grainedness of the modeling to match the fine grainedness of the scaffolding. 
During the “coding session”, the subject-matter expert reviewed the problems and 
conducted a cognitive task analysis to identify what knowledge was needed to perform 
each task. When the coding session was over, we wound up with about a model of 106 
skills, called the WPI-106 model. To create the coarse-grained models, we used the fine-
grained model to guide us. We decided to use the same five broad strands that were used 
by the Massachusetts Department of Education to tag each MCAS item with exactly one 
strand. Since our mapping was inferred from the WPI-106, it was not the same as the 
state’s mapping. Therefore, it was named the WPI-5. Furthermore, we allowed multi-
mapping, i.e., allowing an item to be tagged with more than one skill. Similarly, we 
adopted the name of the 39 learning standards (nested inside the five strands) in the 
Massachusetts Curriculum Framework, associated each skill in the WPI-106 to one of the 
learning standards, and thus we created the model WPI-39. This process is illustrated in 
Table 1. After the students had taken the state tests, the state released the items in that 
test, and our subject-matter expert tagged up these items in all the transfer models.  
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The first column in Table 1 lists eight of the 106 skills in the WPI-106 model. For 
instance, equation-solving is associated with problems involving setting up an equation 
and solving it; while equation-concept is related to problems that have to do with 
equations in which students do not actually have to solve them. The two skills are nested 
inside of “Patterns, Relations and Algebra” in the third column which itself is one piece 
of the five skills that comprises the WPI-5 transfer model. The value of the fine grained 
model was shown in [14] by analyzing of data from over 1000 students’ two years usage 
of ASSISTment system. In [14], we presented evidence that, in general, the WPI-106 
model did a better job at tracking students’ knowledge and, thus, made a more accurate 
prediction of their end-of-year exam scores than the coarser grained models. 

Table 1. Hierarchical relationship among transfer models. 
WPI-106 WPI-39 WPI-5 WPI-1 
Inequality-solving 
Equation-solving 
Equation-concept 

Setting-up-and- 
solving-equations 

X-Y-graph Understand-line-slope-
concept 

Patterns, 
Relations, 
and Algebra 

Congruence 
Similar-triangles 

Understand-and-
applying-congruence- 
and-similarity 

Geometry 

Perimeter 
Area 

Using-measurement- 
formulas-and-
techniques 

Measurement 

Math 

3.2 Approach 

We have explained the nested hierarchical structure of our transfer models, and shown 
that the fine-grained model did the best overall at predicting student performance.  Now 
we will examine our results more closely to see how different transfer models fit different 
groups of students.  

3.2.1 Data  

The dataset we use was collected during 2004-2005 school year. It involves 495 8th- 
grade students (approximately 13 years old) from two middle schools who have used the 
ASSISTment system on at least 6 days, with an average of 9 days. The item-level MCAS 
test report is available for all students so that we are able to evaluate accuracy of our 
models at state test score prediction. Since the scaffolding questions show up only if the 
students answer the original question incorrectly, students who answer the original 
question correctly do not have a chance at scaffolding questions, and would only be 
credited for the original question in the data. In order to avoid this selection effect, we 
preprocess the data using a compensation strategy to mark all scaffolding questions 
correct if a student gets an original question correct. Also, because our transfer models 
allow multi-mapping (one question associated with multiple skills), we choose to use a 
simple credit-blame strategy where if a student succeeds in answering a question, we 
mark all associated skills as being correctly applied, while when a student answers a 
question incorrectly, we only blame the weakest skill of the student, i.e. the skill on 
which the student has shown worst performance. After preprocessing, the data set 
contains 147,624 data points, among which 45,135 come from original questions. On 
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average, each student answers 91 original questions. It is worth pointing out that during 
our modeling process, student response on original questions and scaffolding questions 
are used in an equal manner and they have the same weight in evolution.  

The first portion of this research involves partitioning students into groups to determine if 
different groups of students have different patterns for learning math skills. Naturally, the 
495 students can be separated by the schools they were in, with 312 from school F and 
183 from school W. We also try to separate them by their performance level at the 2005 
MCAS test. The high performing group includes the 128 students whose performance 
level is assessed by the state as “Advanced” or “Proficient”; the medium group includes 
the 154 students whose performance level is “Needs Improvement”, and the low 
performing group has the rest 213 students at performance level “Warning”. While these 
performance levels are somewhat specific to Massachusetts, they are at least criterion-
referenced and much more general than numbers extracted from a student model or raw 
scores on a test (what qualifies as “Proficient” in Massachusetts is probably similar to 
“Proficient” in Macedonia). Our hypothesis is that students from a stronger school, or 
higher performing group, would show more transfer in their knowledge acquisition than 
those from a weaker school, or lower performing groups. Therefore, for the stronger 
students and schools the coarser grained model will better describe their learning and 
provide more accurate prediction of their MCAS test scores.  

3.2.2 Modeling  

In order to track individual student’s development of skills over time and make 
predictions, we choose to fit mixed-effects logistic regression models [8]. A mixed-
effects model consists of both fixed effects, parameters corresponding to an entire 
population or repeatable levels of factors, and random effects, parameters corresponding 
to individual subject drawn randomly from a population. This approach takes into 
account the fact that responses of a student on multiple items are correlated. Moreover, 
the random effects allow the model to learn parameters for individual students separately. 
We use a logistic model because our dependent measure is dichotomous (0/1 for 
incorrect/correct). Regarding to the independent variables, for the fixed effects, we used a 
timing variable to represent the amount of time elapsed since the beginning of the school 
year, so that the model tracks the knowledge acquisition process longitudinally over time. 
Skills are included in the model as a factor to identify the skills associated with each 
response. Both the main effects of skills and an interaction term between the timing 
variable and skills are included in the model. Therefore, the model will learn an intercept 
(representing initial knowledge) and a slope (representing learning rate) for each skill 
separately. The timing variable is introduced as a random effect as well, in order to 
account for the learning rate variation of each individual student. The model is illustrated 
as below. To simplify the illustration, suppose TIME is the only covariate we care about 
in the model (skill can be introduced in a similar way). Thus, a 2-level representation of 
the model in terms of logit can be written as 
Level-1 model:                      

ijii
ij

ij TIMEbb
p

p
*]

1
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−
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ii
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Where ijp  is the probability that student i gives a correct answer at the jth opportunity of 
answering a question; 
  TIMEij refers the jth opportunity when student i answered a question. In our data, 
it is a continuous value representing the number of months (assuming 30 days in a 
month) elapsed since the beginning of the school year.  

ii bb 10 , denote the two learning parameters for student i. ib0  represents the 
“intercept” or how good is the student’s initial knowledge; ib1 represents the “slope” that 
describes the change (i.e., learning) rate of student i.  
 10 ,ββ  are the fixed-effects and represent the “intercept” and “slope” of the whole 
population average change trajectory.  
 ii vv 10 ,  are the random effects and represent the student-specific variance from the 
population mean.  

We fit the mixed-effects logistic regression models with R (http://www.r-project.org/) 
using the glmer() function in the lme4 package [3], using “logit” as a link function. For 
simplicity, assuming knowledge was changing linearly (in logistic space) over time. One 
model is fit for each school and each performing group separately. Given a student’s 
learning parameters on different skills, the skill-tagging of each MCAS question, and the 
exact test date of MCAS, we can calculate the probability of positive response from the 
student to each MCAS test question. Then we sum the probabilities up as the prediction 
of students’ MCAS scores. Two prediction evaluating functions are chosen, mean 
absolute difference (MAD), and mean difference (MD), as below.  
      ∑

=

−=
n

i
ii predictionMCAS

n
MAD

1

1    ∑
=

−=
n

i
ii predictionMCAS

n
MD

1
)(1  

where MCASi is the actual MCAS score of the ith
 student, and predictioni is the predicted 

score from our model. Both measures are used since MAD gives a good estimate the 
closeness of the prediction to actual scores while MD allows us to see if a certain model 
has been overestimating or underestimating.  

3.3 Results and discussion 
The results for both school F and school W are summarized in Table 2. As shown in 
Table 2, school F has a flat error line across all four different transfer models. The MAD 
for the WPI-39 model is the lowest, and yet a paired t-test that compares the absolute 
pair-wise differences of individual students among all models suggested that there is no 
reliable difference. However, for school W, the line tilts: the MAD of the WPI-39 model 
is reliably lower than those of the WPI-1 and WPI-5 models, indicating school W is 
better predicted by a finer grained model than by coarser grained models. Note that we 
are not able to fit the statistical model for school W with the WPI-106 transfer model 
(there is a technical glitch we do not understand and are investigating). We encounter the 
same problem later in the paper, which admittedly bring up some caveats in interpreting 
our results. The second part of Table 2 shows the values of MD for each model. The 
results indicate that both schools are optimized at the WPI-39 model. In general, student 
performance on the state test is overestimated by our models except that the WPI-106 
model underestimates school F; and school W is even more overestimated than school F 
across known results from all the three models. As we know that, theoretically a one-skill 
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model assumes perfect transfer. Since that is unlikely to happen, it would tend to 
overestimate student performance. And for a weaker school, perfect transfer is even more 
improbable. Thus, the overestimation would be greater since students are probably 
learning a collection of 106 unrelated skills. The tendency of overestimate decreases as 
the granularity of transfer models increases, and a very fine grained model such as the 
WPI-106 model that assumes no transfer or very low transfer may even underestimate 
when there is actually some level of knowledge transfer. We can see that in Table 2, the 
MD goes from negative to positive when we use the WPI-106 model for School F. Given 
these results, based on our hypothesis we would predict school F is the stronger school. 
An examination of both schools’ MCAS performance reports (for current achievement) 
and information on their Annual Year Progress (AYP, for changes in performance) 
confirms our prediction.  

Table 2. Results for students grouped by schools 
Results School WPI-1 WPI-5 WPI-39 WPI-106 

School F 4.188 4.168 4.124 4.175 MAD 
School W 4.669 4.601 4.329 N/A 
School F 1.362 0.932 0.477 -1.000 MD 
School W 3.043 2.867 2.012 N/A 

Table 3. Results for students grouped by performance levels 
Results Performance Level WPI-1 WPI-5 WPI-39 WPI-106 

Advanced/Proficient 2.673 2.834 2.489 3.249 
Needs improvement 3.180 3.243 2.900 N/A 

MAD 

Warning 4.027 4.092 3.518 N/A 
Advanced/Proficient -1.726 -2.034 -1.210 -2.715 
Needs improvement 1.534 1.744 0.893 N/A 

MD 

Warning 3.023 3.136 2.212 N/A 

As mentioned in section 1, a second validation approach is that instead of partitioning 
students by school, we can use their state assessment test score and partition them by 
math proficiency. If we see a trend for stronger students, it is reasonable to believe it 
applies to stronger schools. Therefore, as reported in section 3, we split all the 495 
students into 3 groups based on their state test performance level, and fit a mixed-effects 
logistic regression model to each group separately for different transfer models. The 
values of MAD and MD are summarized in Table 3. We see a slight support with MAD: 
for the students at the high end, the WPI-39 does the best job at predicting their state test 
scores, reliably better than the other three models, while the WPI-106 model does reliably 
worse than the WPI-1 and WPI-5 models, suggesting there is certain amount of 
knowledge transfer happening with the high performing students. However, since we do 
not obtain results of the WPI-106 model for the other two groups, it is hard to draw a 
conclusion there. When it comes to the MD measure, we notice some support as well. 
Obviously, the advanced and proficient students have been underestimated by all models, 
and the amount of underestimation goes worst when the finest grained model, the WPI-
106 model, is applied. On the contrary, the medium and low performing students are all 
overestimated under all the models. Just as we hypothesize, the finer grained models 
overestimate less than the coarser grained models, and the better performing, stronger 
groups are less overestimated than the weaker groups. Therefore, weaker students are 
better represented by transfer models that are finer-grained. 
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Figure 1. Result of classifying in Weka 

3.4 A bottom-up aggregation approach  

Rather than starting with an a priori disaggregation, we now focus on treating students as 
individuals and discovering commonalities among students who are best-fit with a 
particular transfer model. We have collected demographic data about several properties 
of a student, such as which school he/she goes to, ethnicity, gender, etc.  Finding out the 
relation among these properties and which transfer model best fits this student is our goal. 
Our plan is to bring together model-fitting information and student characteristics, and 
then use a machine learning classifier to determine the best-fit model. This bottom-up 
aggregation is a strong alternative to proposing and testing disaggregation, and will scale 
nicely as we get more descriptors for each student. 

For this purpose, we first re-fit models for all the students as one group2 and identify 
which model best fits each individual student. The best-fit model information is then 
combined with other properties of the student in a new data set. Specifically, the 
properties we use are: gender, free-lunch status (indicative of family income), special 
education status, ethnicity, and state test performance level. These properties are picked 
because they are easy to access, and all of them have meanings to researchers working 
with other populations in other locations. In comparison, properties such as the school a 
student attends are much less useful to those in other locations. Given the new data set, 
we built a J48 (C4.5 revision 8) decision tree in Weka 3.6 [15]. The constructed J48 

pruned tree is show in Figure 1 that tells 
how the classifier uses the attributes to 
make a decision. The constructed tree is 
extremely simple with just 5 nodes. The 
WPI-1 model is overall the best fitting 
model for Advanced (A) and Proficient (P) 
students, and the WPI-106 is for “Needs 
improvement” (NI) or Warning (W) level 
students. The numbers in brackets after the 
leaf nodes indicate the number of instances 
assigned to that node, followed by how 
many of those instances is incorrectly 
classified as a result. In our case, the correct 

classification rates are relatively good for students at performance level of A, P, and W. 
Yet, for students at performance level of NI, even though the WPI-106 model is the best 
fit, it is not dominant with 76 out of 138 instances misclassified. It is encouraging that 
this simple decision tree can achieve a predictive accuracy of over 70% during stratified 
cross-validation. Although the decision tree only uses MCAS performance, it was 
provided with the variables described above but was unable to find a use for them. This 
result suggests the appropriate level of transfer model granularity really seems to depend 
on student knowledge, rather than on variables that may correlate with knowledge such as 
family wealth. Therefore, if tutor designers have students with rather different levels of 
knowledge, they might wish to use different levels of their skill hierarchy. This point 

                                                 
2 We had to reduce the number of students to 447 from 495 because of a memory limit of R.  
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does not contradict the use of evaluating interventions [10] and schools by model 
granularity: other properties certainly matter in how well knowledge transfers, but for our 
dataset they are not as predictive as the student’s knowledge.   

4 Contributions, Future work, and Conclusions 

The contribution of this paper lies in several aspects. First, automated techniques for 
revising transfer models for better knowledge representation have shown no huge 
improvements in accuracy but have addressed interesting scientific questions. Is there a 
way we can do interesting science on educational data sets and avoid the “irritating” 
automation step? Our answer is “yes,” if it is possible to build a hierarchy of transfer 
models with different granularity. Previous experience tells us that this is not a rare thing 
to have, and not very hard to think about. The hierarchy can be used for runtime benefit 
of intelligent tutoring systems such as the control of mastery learning or generation of 
feedback messages for students of various proficiency levels. It can also be used to 
evaluate schools and be validated via high stake test performance. Second, through the 
usage of a bottom-up aggregation approach, the problem is changed. Rather than trying to 
automate the model search, why don’t we automate seeing which student best fits which 
model? Third, we argue that hand-created transfer models and a bottom-up approach to 
aggregating students is a better use of human brains and computational power than 
approaches that focus search efforts on revising the domain model.  Better understanding 
what parts of the scientific enterprise can be best done by people and which are better 
done computationally is a major issue in EDM.  

A major open question of this work is whether just because a student is best modeled at a 
coarser grain size, shall we use such a model to drive tutorial instruction?  For example, 
even though strong students are best modeled by a single skill “Math,” it is not obvious 
how one would design hint messages in a system that only recognized one skill.  A 
hybrid approach would be to track student knowledge and drive mastery learning at a 
coarser grain size, but provide feedback using a finer-grained model. A second question 
is that, since student knowledge is changing over time, perhaps we should use different 
level models to represent a student at different points in his learning?    

In this paper, we start with existing hand-constructed transfer models at various levels of 
granularity, and use them as a lens to examine student learning. Specifically, we start by 
examining whether we can evaluate schools by determining the grain-size at which its 
students are best represented. We also examined what models best fit students at different 
levels of proficiency, and found some support for the idea of stronger students being 
better fit with coarser transfer models. The most interesting analysis was the bottom-up 
aggregation and using classification to find clusters of students who learn similarly. This 
analysis suggests transfer model granularity really seems to be about student knowledge.   
Finally, we argue that it is more productive to focus analytical effort on which students 
should use which transfer models rather than on automatically refining those models.   
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